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ABSTRACT

This paper presents a new modeling method to enhance the network security using game theory. Reconnaissance is applied as a game strategy to obtain more information about the enemy's strategic intentions. To model the framework and analyze to defend the network attacks using various game nets. The game issues are solved with the help of game theory concepts. The course of action for a player in multi-player game environment with the mixed strategy is determined. Finally, the Nash equilibrium is computed and best-response strategies for the players (administrator and attacker) are found. It proves how the strategies are realistic and how the administrators can use these results to enhance the security of their network.
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1. INTRODUCTION

Nowadays, schools, retailers, banks, Government agencies and a growing number of goods and service providers use the Internet as their integral way of conducting daily business. As an access to the Internet, the individuals either good or bad, can easily connect to the Internet. Due to the ubiquity of the Internet, computer security has now become more important than ever to organizations such as governments, banks, and businesses. Security specialists have long been interested in knowing what an intruder can do to a computer network, and what can be done to prevent or counteract attacks. In this paper, how the game theory can be used to find strategies for both an attacker and the administrator. Let us consider an example of a local network connected to the Internet and consider the interactions between an attacker and the administrator and treating it as a general-sum stochastic game.
The proposed system can find the strategy between the attacker and the administrator with the help of a finite repeated game or infinite repeated game. It also helps us to know more information about the attacker’s strategic intentions through the concepts of reconnaissance, which is the best strategy among all other game strategies. It can be coded with NLP-1 in MATLAB, that is mathematical computation software package by The MathWorks, Inc. and thus the Nash equilibrium solution can be obtained.

2. RELATED WORK

The concept of game technique has been invited to the field of network security and computer security. The literature [1] addresses the problems of false report injection and DoS attacks in wireless networks. This scheme can drop false reports much earlier even with a smaller size of memory. In literature [2], the new framework to detect malicious nodes using zero-sum-game approach and selective node acknowledgements in the forward data path. It proposes a new protocol for preventing malicious bandwidth consumption and demonstrates how game techniques can be successfully used to verify availability-related security properties of network protocols. The network is scanned and mapped for all access points and WLAN nodes in paper [3]. It was focused on many countermeasures and less in feasibility. The literature[4] analyzed the risk assessment of network security and design the new framework by using network prototype. The Stackelberg game technique was used to analyse the payoff functions and Nash equilibrium strategies with payoffs for the malicious users has been adopted in the paper [6]. To analyze the intrusion detection in Mobile Adhoc Networks, the two-player non-cooperative game technique has been used in the literature [7]. Performance of intrusion detection has been examined for Unix based host machines with Solaris operating system using Markov chain model in the paper [8]. The continuous markov chain model for a homogenous finite state has been utilized to evaluate the system security in the literature [9]. In literature [11], the method of game technique to analyze the security of computer networks was presented. The interactions between an attacker and the administrator are modeled as a two player game for which best-response strategies were computed.

3. NETWORKS AS AN INDEFINITE EVENT

In this section we introduce formal model of an indefinite event. A two-player model is described by a 5-tuple vector as $I=(Z,A^k,H,F^k,\delta)$ where $Z=\{\alpha_1,\alpha_2,...,\alpha_N\}$ is a finite set of states, $P^k=\{a_{1}^{k},a_{2}^{k},...,a_{M}^{k}\}$, $k=1,2$, $A^k=\{|P^k|\}$ is the action set of player $k$. The action set for player $k$ at state $s$ is a subset of $P^k$ i.e., $P_s^k$ is contained in or equal to $P^k$ and $0 \leq \delta \leq 1$ is a discount factor for discounting future rewards. At the current state the reward function $F$ is given by $F: Z \times P^1 \times P^2 \rightarrow \mathbb{R}$.
worth its full value, but the reward for the transition from the next state is worth $\delta$ times its value at the current state.

The event is played as follows: at a discrete time instant $t$, the event is in state $z_t \in Z$. Player 1 chooses an action $p_t^1$ from $P^1$ and player 2 chooses an action $p_t^2$ from $P^2$. Player 1 then receive a reward $f_t^1 = F_1(z_t, p_t^1, p_t^2)$, and Player 2 gets a reward $f_t^2 = F_2(z_t, p_t^1, p_t^2)$. The game then moves to a new state $z_{t+1}$ with conditional probability $G(z_{t+1}|z_t, a_t^1, a_t^2)$ according to $H(z_t, p_t^1, p_t^2, z_{t+1})$.

We are interested in determining a course of action for a player in multi-players environment. Specifically we want to learn a stationary though possibly stochastic strategy that maps states to a probability distribution over its actions. The goal is to find such a strategy that maximizes the player's discounted future reward. For this reconnaissance is used as a game of strategy.

### 3.1 Reconnaissance

The reconnaissance is used to obtain information about the enemy's strategic targets. The advisability of reconnaissance before attack can be investigated by considering the problem as a game of strategy. Let us consider that the attacker and defender has two strategies. Assuming that the attacker, wishes to seize a defended enemy position. For simplicity, let us assume that he has two courses of action, namely

1. Attack with his entire force;
2. Attack with part of his force, leaving the remainder as reserves and a rear guard in case the enemy "outflanks" him.

The defender, is assumed to have two possible courses of action, namely:

i. Defend with his entire force the objective of the attacker;
ii. Defend with part of his force, and send the remainder to "outflank" the enemy and attack the enemy from the rear.

There are four possible outcomes of the above courses of action. They can be summarized by the following 2x2 matrix:

$$
A = \begin{pmatrix}
1 & a_{12} \\
2 & a_{22}
\end{pmatrix}
$$

$a_{21}$ represents the value to attacker if he attacks with part of his force and defender defends with his entire force. Suppose the outcomes are such that if defender uses strategy (i), then attacker would prefer to use strategy (1), and i.e, $a_{11}>a_{21}$ and if defender uses strategy (ii), then attacker would prefer to use strategy (2). Clearly the attacker could benefit from a knowledge of the defender’s intentions. Thus the attacker might find it profitable to send out a detachment of men to reconnoiter in an attempt to discover the plans of the defender. In order to defend himself against such possible action the defender may take countermeasures. Now if the attacker decides to reconnoiter he must sacrifice some of his attacking forces. If the defender decides to take countermeasures he must sacrifice some of his defensive forces. A strategy for the attacker will be a set of instructions which tell him how to act taking into account the information he may receive. Thus by using reconnaissance the information relevant to the enemy’s strategic objective can be obtained.

A strategy is also called a mixed or randomized strategy, which means that the player chooses an action in random manner. The set of mixed strategies includes the pure strategies, when the player chooses the actions in a deterministic way. A pure strategy is a special case of mixed strategy such that probability one is assigned to one action and zero to all other actions. A
stationary strategy $\pi^k$ is a strategy that is independent of time and history. A mixed or randomized stationary strategy is one where $\pi^k(s,a)>0$, $s \in S$ and $a \in A^k$ and a pure strategy is one where $\pi^k(s,a) = 1$ for some $a \in A^k$. Indefinite games can be classified according to the structure of their payoff functions. Two common classes of games are purely collaborative and purely competitive games. Purely collaborative games are ones where all the players have the same reward function. Purely competitive, or zero-sum, games are two-player games where one player's reward is always the negative of the other's. Like matrix games, zero-sum stochastic games \[5\] have a unique Nash-equilibrium, although finding this equilibrium is not so easy.

Nash equilibrium is a steady state of the play of a strategic game in which each player holds the correct expectation about the other player's behavior and act rationally. It does not attempt to examine the process by which a steady state is reached.

Since a set of strategy is used in Nash equilibrium, no player has incentive to unilaterally change her action. In equilibrium state, a change in strategies by any one of them would lead that player to earn less than if she remained with her current strategy. For games in which players randomize (mixed strategies), the expected or average cost must be at least as large as that obtainable by any other strategy.

3.2 Game as Normal Form:

A game is characterized by a set of rules having a certain formal structure, governing the behavior of certain individuals or groups, the players. A normal form of the game can be obtained by taking into account the preferences of the players. Let $f_1, f_2, \ldots, f_k$ are the set of strategies, such that the result of the set of strategies is a probability distribution $\pi_j$ over the set $R$ of possible outcomes. It would be convenient if a given player could express his preference pattern in $R$ by a bounded numerical function $u$ defined on $R$, such that the player prefers $r_1$ to $r_2$ if and only if $u(r_1) > u(r_2)$ and such that if for any probability distribution $\varepsilon$ over $R$, we define $U(\varepsilon)$ as the expected value of $u(r)$ computed with respect to $\varepsilon$, that is

$$U(\varepsilon) = \sum_{r \in R} \varepsilon(r)u(r) \tag{1}$$

The player prefers $\varepsilon_j$ and $\varepsilon_2$ if and only if $U(\varepsilon_j) > U(\varepsilon_2)$. The function $U$ defined for all probability distribution $\varepsilon$ over $R$ is called the player’s utility function. Generally, a game in the normal form is a triple $(A,B,C)$ where $A,B$ are arbitrary spaces and $M$ is a bounded numerical function defined on the product space $A \times B$ of pairs $(a,b)$ where $a \in A$ and $b \in B$. The points $a(b)$ are called strategies for players and the function $M$ is called the payoff.

3.3 Game with Mixed Strategies:

A discrete probability distribution $\varepsilon$ over a space $X$ is a non-negative, numerical function $\varepsilon$, defined over $X$ is a non-negative, such that $\varepsilon(x) = 0$ except for a countable number of $x$’s in $X$ and

$$\sum_{x \in X} \varepsilon(x) = 1 \tag{2}$$

Similarly a strategy for the second player is a probability distributions $\eta$ over $Y$. Let $G=(A,B,M)$ be a game. Then $r=(Z,H,M)$ where $Z$ consist of all probability distributions $\xi, \eta$ over $A,B$ and the mixed extension of $G$ is
\[
M(\xi, \eta) = \sum_{a,b} M(a,b) \xi(a) \eta(b)
\]

----------- (3)

Let \( r=(Z, H, M) \) be the mixed extension of the game \( G=(A, B, M) \). Then the points \( a \in A \), \( b \in B \) are called pure strategies in \( G \) and the points \( \xi \in Z \), \( \eta \in H \) are mixed strategies in the game \( G \). If the players actions are not deterministic, that is indefinite event, then we can use mixed strategy nash equilibrium to get a proper solution to the problem. The notion of mixed strategy nash equilibrium is designed to model a steady state of a game in which the players' choices are not deterministic but are regulated by probabilistic rules.

### 3.2 Indefinite Key Nets

Indefinite Key Nets are augmented with the set of average transition rates for the exponentially distributed transition firing times. A transition represents a class of possible changes of markings. Such a change, also called transition firing, consists of removing tokens from the input places of the transition and adding tokens to the output places of the transition according to the expressions labeled on the arcs. A transition may be associated with an enabling predicate which can be expressed in terms of the place marking expressions. If the predicate of a transition evaluates to be false, the transition is disabled. In this model, transitions can be categorized into two classes: transitions of Class One are used to represent logical relations or determine if some conditions are satisfied [3]. This class of transitions is called immediate transition with zero triggering time.

Transitions of class two are used to represent the operations on the tasks or information processing. This class of transitions is called timed transition with exponential distributed firing time. A marking in this model represents a distribution of tokens in the model. The state space of a model consists of the set of all markings reachable from the initial marking through the occurrence of transition firing. An Indefinite Event net is homomorphism to a continuous time Markov Chain (MC), and there is a one-to-one relationship between markings of the key net and states of the MC [3] and [4].

Indefinite Key Net is a quadruple \((S, T, F, \lambda)\) where

1. \( S \) is a finite set of states
2. \( M \) is a finite set of moves \((S \cap M \neq \Phi)\)
3. \( F \) Contained in or equal to \((S \times M) \cup (M \times S)\) is a set of arcs
4. \( \mu=(\mu_1, \mu_2, ..., \mu_n) \) is a set of triggering states of transitions.

As an extension of Indefinite Key Nets, Indefinite Incentive Net is a powerful graphical and mathematical tool, which not only is able to model concurrent, asynchronous and nondeterministic events, but also provide transition enabling function and firing probability that can be used to model various algorithms and strategies.

From a structural point of view, both net formalisms are equivalent to Turing machines. But the incentive net provide enabling functions, marking dependent arc cardinalities, a more general approach to the specification of priorities, and the ability to decide in a marking-dependent fashion whether the triggering time of a transition is exponentially distributed or null, often resulting in more compact nets. Perhaps more important, though, are the differences from an indefinite modeling point of view. The incentive net formalism considers the measure specification as an integral part of the model. Underlying this net is an independent semi Markov process with incentive rates associated to the states and incentive impulses associated to the transitions between states [5].
3.3 Indefinite Event Nets
An Indefinite Event Net is the 9-tuple vector \((P, S, M, \pi, A, I, \mu, \delta, I_0)\) where
1. \(P = 1, 2, \ldots, n\) denotes a finite set of players;
2. \(S\) is a finite set of states;
3. \(M = M_1 \cup M_2 \cup \ldots \cup M_n\) is a finite set of moves, where \(M_k\) is the set of transitions with respect to player \(k\), for \(k \in P\);
4. \(\pi: M \rightarrow [0, 1]\) is a routing policy representing probability of choosing a particular transition;
5. \(AC \cup O\) is a set of arcs where \(J = (P \times M)\) and \(O = (M \times S)\), such that \(S \cap M = \emptyset\) and \(S \cup M \neq \emptyset\);
6. \(I: M \rightarrow (I(1), I(2), \ldots, I(n))\) is an incentive function for the player taking each action;
7. \(\mu = (\mu_1, \mu_2, \ldots, \mu_k)\) is a set of triggering rates of transitions in transition set, where \(k\) is the number of transitions;
8. \(\delta(s_i)\) is the utility function, when player \(k\) in the condition \(s_i\). Accordingly, the player can choose the best transition;
9. \(I_0\) is the initial marking.

The Indefinite Event Net structure will represent all possible strategies existing within the game.

3.4 Triggering Rule
The Triggering rule of an Indefinite Event Net is given as follows. A marking \(m\) represents a distribution of the tokens in indefinite event. Each token \(s\) is related with a reward vector \(b(s) = (b_1(s), b_2(s), \ldots, b_n(s))\) as its properties. Each element of \(M\) represents a class of possible changes of markings. Such a change of \(t\), also called transition triggering, consists of removing tokens from a subset of places and adding them to other subsets according to the expressions labeling the arcs. A transition \(t\) is enabled under a marking \(I_0\) whenever, for all \(s \in S\) and \((s, m) \in A\), \(I(s) \neq \emptyset\). Each player gets the reward \(I(m)\) through the transition and the reward is recorded in the reward vector \(b\) of each token.

Following are the two steps to solve the Indefinite Event Net to find the Nash equilibrium. The Nash equilibrium corresponds to the optimized strategy[3] of each player. We first build the reachability tree according to the Indefinite Event Net, and then find out the Nash equilibrium.

3.5 Procedure to build a Reachability Tree for Indefinite Event Net
A reachability tree is consists of nodes, which are denoted by all the reachable markings of the Indefinite Net, and the arcs among the nodes. From a Indefinite Net the initial marking \(I_0\), the reachability tree can drawn with the following steps.

(i) Make \(I_0\) the root \(r\) of the tree. Node \(x\) marked by \(I\) is a leaf if and only if there is no transition \(m \in M\) which is enabling under \(I\) or there is a node \(y \neq x\) along the road from \(r\) to \(x\), which has a similar mark \(I'\) as \(I\). Define \(I_1\) and \(I_2\) are the null set such that for all \(s \in S\).

(ii) If a node \(x\) marked by \(I\) is not a leaf, trigger a move \(m, (s, m) \in A\) to construct a new node in the reachability tree marked as \(I'\).

Following the above steps, we can build the reachability tree from the Indefinite Net. The procedure is similar with that in Indefinite Key Nets.

3.6 Procedure to find out the Nash Equilibrium
The algorithm is to find the Nash Equilibrium of an action sequence with \(\pi^*\) for all the players. For every leaf node \(x_i\) identified by \(I_i\) in the reachability tree and a token \(s\) such that there is a state \(s_i, t(s) = s_i, 1 \leq i \leq n\) in the reachability tree.

Generally, there are multiple paths from the initial state to a leaf node. Assume \(x_i\) is a leaf node, and there are \(w_i\) separate paths from the root to \(x_i\). Let \(t_1^{(1,w)}, t_2^{(1,w)}, \ldots, t_k^{(1,w)}, K = k^{(1,w)}\) be the \(w^{th}\) path from root node to leaf node \(x_i\). We define a leaf probability for the leaf node \(x_i\) of the \(w^{th}\) path as
\[ f(w)(x_i) = \pi(t_1^{(i,w)}) \pi(t_2^{(i,w)}) ... \pi(t_k^{(i,w)}) \quad (4) \]

Then the final utility vector for the system is
\[ (U_1, U_2, ..., U_n) = \sum_{i=1...m} \left[ \sum_{a=1...w_i} a(v)(x_i) \times (b(v)(s_i)) \right] \quad (5) \]

where m is the number of leaves in the reachability tree. Note that \( b(v)(s_i) \) of size \( n \times 1 \) is the reward vector of the token in leaf node \( x_i \) on the \( v \)th path, and \( n \) is the number of players as in the definition of Indefinite Event Net.

According to the state of Nash equilibrium, every player has achieved his best, when others don’t change their strategies. Thus, the problem is to find such \( \pi \) that \((U_1, U_2, ..., U_n)\) is a Nash equilibrium for each player, which could be given as:
\[ \max \pi \ U = (U_1, U_2, ..., U_n) \quad (6) \]

4. USAGES IN NETWORK SECURITY

In this section, we will apply the Indefinite Event Nets to model the attack and defense actions, and investigate the security properties based on both reconnaissance and Nash equilibrium, and propose the optimum strategy for the computers at each stage to minimise the loss during computer attacks. More information about the enemy’s (attacker’s) strategic intentions is obtained using reconnaissance [4]. By applying the indefinite event net to the basic attack and defend case the structure of sequence can be shown. The following steps are used to apply the Indefinite Event Nets and doing the security analysis.

Step 1: Determine the players in the game N; Present the targets of each player \( k \), and construct each player’s action set \( P_k \);
Step 2: Define the incentive function \( I \) for each transition and then construct the Indefinite Event Net model;
Step 3: Find the Nash equilibrium with respect to the Indefinite Net model and propose optimum strategy by computing probability;

4.1 Attack-defend Case

The attack-defend[2] system is the most general form among all the network attacks. In a basic attack-defense cast, there are two players, the defender and the attacker. For easy to illustrate, we choose a simple attack case in this subsection. Here an attacker will try to intrude a computer system, and the computer takes actions to defend. Assume attacker as Player 1 and the defender Player 2. The transition[6] set of the Player 1, the attacker, is given in the following table-1.

<table>
<thead>
<tr>
<th>( m_1 )</th>
<th>( m_2 )</th>
<th>( m_5 )</th>
<th>( m_6 )</th>
<th>( m_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>http attack</td>
<td>ftp attack</td>
<td>web attack</td>
<td>continue attack</td>
<td>web server sniffer</td>
</tr>
</tbody>
</table>

Table – 1

The transition set of the Player 2, the defender, is also given in the following table.

<table>
<thead>
<tr>
<th>( m_3 )</th>
<th>( m_4 )</th>
<th>( m_8 )</th>
<th>( m_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>defend of http attack</td>
<td>Tolerant</td>
<td>defend of web attack</td>
<td>Tolerant attack</td>
</tr>
</tbody>
</table>

Table-2
By using the above steps the reachability tree can be drawn. Thus the Nash equilibrium can be obtained through equation (6).

5. THE PROPOSED AMALGAM GAME FOR MULTI-PLAYER ENVIRONMENT

Here we apply Indefinite Event Net to multi player game, which is a typical repeated game in a common defense system. Now a days, more and more systems and agents are trying to cooperate to get a more powerful system. However, each contender in the combined system requires an individual security strategy to satisfy its own target, and these strategies are actually inconsistent at most of times. Therefore, the contender would come to either a finite repeated game or an infinite repeated game for the security strategy.

Let \( G = \{ N,(A_i), (-i) \} \) be a strategic game. \( A = X \epsilon NA_i \). An infinitely repeated game of strategy is an extensive game with perfect information and simultaneous moves \( \{ N,H,P,-i \} \) in which \( H = U_{t=0}^{\infty} A^t \) (where \( A^0 = \{ \phi \} \) is the initial history). \( P(h) = N \) for each non terminal history \( h \in H \). \(-i\) is preference relation on the set \( A^\infty \) of infinite sequences \( (a^i)_{t=0}^{\infty} \) of action profiles in \( G \) that extends the preference relation \(-1\) in the sense that it satisfies the following condition of weak separability: if \((a^i) \epsilon A^\infty\), \(a \epsilon A\), \(a' \epsilon A\) and \(-i\ a\ a'\) then \((a^1,\ldots,a^{t-1},a,a',\ldots)\) then \((a^1,\ldots,a^{t-1},a',\ldots)\) for all values of \(t\). A history is terminal if and only if it is infinite. After any non-terminal history every player \(i \epsilon N\) chooses an action in \(A_i\). Thus strategy of player \(I\) is a function that assigns an action in \(A_i\) to every finite sequence of outcomes in \(G\).

5.1 Discount Factor

There is some number \(\delta \epsilon (0,1)\) called discount factor such that the sequence \(v^i_t\) if and only if

\[
\sum_{t=0}^{\infty} \delta^t (v^i_t - w^i_t) \geq 0 \quad \text{--- (7)}
\]

According to this criterion a player evaluates a sequence \((v^i_t)\) of payoffs by

\[
\sum_{t=0}^{\infty} \delta^t v^i_{t+1} \quad \text{--- (8)}
\]

For some discount factor \(\delta \epsilon (0,1)\). When the players’ preferences take this form, we refer to the profile

\[
(1 - \delta) \lim_{T \rightarrow \infty} \sum_{t=1}^{T} \delta^{t-1} v^i_t \quad \text{--- (9)}
\]

as the payoff profile in the repeated game associated with the sequence \((v^i_t)_{t=1}^{\infty}\) of payoff profiles in the constituent game.

5.2 Limit of Means

The limit of means states that the sequence \((v^i_t)\) of real numbers is preferred to the sequence \((w^i_t)\) if and only if

\[
\lim \inf \sum_{t=1}^{\infty} \frac{v^i_t - w^i_t}{T} > 0 \quad \text{--- (10)}
\]

That is, if and only if there exists \(\varepsilon > 0\) such that \(\sum_{t=1}^{\infty} \frac{v^i_t - w^i_t}{T} > \varepsilon\) for all but a finite number of periods \(T\). When the players’ preferences take this form we refer to the profile for \(i \epsilon N\),

\[
\lim_{T \rightarrow \infty} \frac{\sum_{t=1}^{T} v^i_t}{T} \quad \text{--- (11)}
\]
if it exists as the payoff profile in the repeated game associated with the sequence \((w_t^\infty)_{t=1}^\infty\) of payoff profiles in the constituent game.

5.3 Overtaking

By the definition of overtaking, the sequence \((w_t^\infty)\) is preferred to the sequence \((w_t^\infty)\) if and only if

\[\liminf_{t \to \infty} \sum_{i=1}^n (w_t^i - w_t^{i'}) > 0 \quad \text{(12)}\]

The following two Lemmas shows that the set of Nash equilibrium payoff profiles of an infinitely repeated game in which the players evaluate streams of payoffs by the limit of means is the set of all feasible enforceable payoff profiles of the constituent game.

5.3.1 Lemma

Every Nash equilibrium payoff profile of the limit of means infinitely repeated game of \(G = \{N, (A_t), (u_t)\}\) is an enforceable payoff profile of \(G\). The same is true for any \(\delta\epsilon(0,1)\) of every Nash equilibrium payoff profile of the \(\delta\)-discounted infinitely repeated game of \(G\).

5.3.2 Lemma

Every feasible enforceable payoff profile of \(G = \{N, (A_t), (u_t)\}\) is a Nash equilibrium payoff of the limit of means infinitely repeated game of \(G\).

The next lemma shows that the set of Nash equilibrium payoff profiles of an infinitely repeated game in which the players evaluate streams of payoffs by the discount criterion factor.

5.3.3 Lemma

Let \(w\) be a strictly enforceable feasible payoff profile of \(G = \{N, (A_t), (u_t)\}\). For all \(\epsilon > 0\) there exists \(\delta \epsilon (0,1)\) large enough and a payoff profile \(w'\) of \(G\) for which \(|w' - w| < \epsilon\), such that \(w'\) is a Nash equilibrium payoff profile of \(\delta\)-discounted infinitely repeated game of \(G\).

The following lemma shows that the set of Nash equilibrium payoff profiles of an finitely repeated game in which the players evaluate streams of payoffs by the set of all feasible enforceable payoff profiles of the constituent game.

5.3.4 Lemma

If the payoff profile in every Nash equilibrium of the strategic game \(G\) is profile \((v_t)\) of minmax payoffs in \(G\) then for any value of \(T\) the outcome \((a^1, ..., a^T)\) of every Nash equilibrium of the \(T\)-Period repeated game of \(G\) has the property that \(a^t\) is a Nash equilibrium of \(G\) for all \(t = 1, ..., T\).

5.4 Lexicographic Game

Let us assume that the players preferences are lexicographic[18] and restrict the attention to the case in which the repeated component game is Prisoner’s Dilemma. Trade of in each player’s preferences between the payoffs in the repeated game and the complexity of the network is needed to limit the set of equilibria further.

The set of outcomes that occurs on an equilibrium path is any subset of the given problem. Hence, we obtain the optimal Nash equilibrium for the given network problem.

5. Procedure to find the Nash Equilibrium for a game with mixed strategy:

Let \(G = \{N, A_t, U_t\}\) be a strategic game and \(\Delta(A_i)\) the set of probability distributions over \(A_i\) and refer to a member of \(\Delta(A_i)\) as a mixed strategy of player \(i\). Here the players’ mixed strategies are independent randomizations. For any finite set \(X\) and \(\delta \epsilon \Delta(X)\), we denote by \(\delta(x)\)
the probability that \( \delta \) assigns to \( xcX \) and define the support of \( \delta \) to be the set of elements \( xcX \) for which \( \delta(x) > 0 \). A profile \( (\alpha_i)_{i \in N} \) of mixed strategies induces a probability distribution over the set \( Ai \). Thus the mixed extension of the strategic game \( (N, A, U_i) \) is the strategic game in which \( \Delta(A_i) \) is the set of probability distributions over \( Ai \), and \( U_i : X \times \Delta(A_j) \rightarrow R \) assigns to each \( xcXjcN \Delta(A_j) \) the expected value under \( U_i \) utility function over \( A \) that is induced by \( \alpha \). Here each of the functions \( U_i \) is linear in \( \alpha \). That is, for any two mixed strategy profiles \( \alpha \) and \( \beta \) and any number \( \lambda \epsilon [0,1] \), then

\[
U_i(\lambda \alpha + (1-\lambda) \beta) = \lambda U_i(\alpha) + (1-\lambda) U_i(\beta) \quad (13)
\]

Note that, the above equation is a multi-objective optimization, which can be solved using the mathematical programming methods.

6. Example

If the two individuals repeatedly play the prisoner’s dilemma game, then this game has a unique Nash equilibrium, in which each player chooses the action D, which strictly dominates the action C, so that the rationale behind the outcomes \( (D,D) \) is very strong. In a repeated game, the desirable outcome in which \( (C,C) \) occurs in every period is stable, if each player believes that a defection will terminate the cooperation resulting in a subsequent loss for him that outweighs the short term gain. In this game the focus is to isolate types of strategies which support desirable outcomes in any game. The repeated game has two versions namely finite and infinite. In the finite repeated game, the only Nash equilibrium outcome is that in which the players choose \( (D,D) \) in every period and in infinite repeated game, the set of subgame perfect equilibrium payoff profiles is huge.

![Figure 2: Strategy of a machine](image)

The objective of this game strategies discernments into the structure of behavior when players interact repeatedly. By defining a machine, which is intended as an abstraction of the process by which a player implements a strategy in a repeated game. A machine for player \( i \), in an infinitely repeated game has the following components namely a set \( (Q_i) \) of states, the initial state \( q^0_i \), an output function and transition function. This needs a strategy which specifies an action for all possible histories, including those that are consistent with the player’s own strategy. The machine of player P1, shown in figure 2 plays C as long as player P2 plays C; it plays D for three periods and then reverts back to C, if player p2 plays D when he should play C. Here, we use \( \{.,X\} \) is to denote the set of all outcomes in which player 2’s action is X.

In the bargain of secure strategy, one player take turns to propose a solution, one at each round. When the two players namely (P1) and (P2) agree on a strategy, the game ends. In the \( k^{th} \) moment\( (k=1,3,5,\ldots,2m+1) \), where \( mcN, (P1) \) shall propose a security strategy \( S_k \). If (P2) agrees with \( S_k \), then (P1) gets a utility of \( x \) and (P2) gets \( (1-x) \delta^{k_1} \), otherwise the game continues. By equation (4), \( \delta_1, \delta_2 \epsilon [0,1] \) are discount factors for (P1) and (P2) respectively, which measures the bargaining cost on time scale, as defined in the game theory. In the \( k^{th} \) \( (k=2,4,6,\ldots,2m) \) moment,
which is P2’s turn to propose his security strategy $S_k$. If (P1) agrees with $S_k$, then (P2) gets utility of $y \cdot \delta_1^{k-1}$ and (P1) gets $(1-y) \cdot \delta_2^{k-1}$ by equation (5) and (6) or the game continues. The Indefinite Event Net model of this multi-round game is as follows:

![Figure 3. Indefinite Event Net Model](image)

In the above Figure-3, each player has two actions, namely accept the strategy and refuse the strategy. The initial marking $I_0=(1,0,0)$ and there the reward vector of the initial token is written as $b(s_1) = (0,0)$. Then the reachability tree can be obtained using the states $s_1=(1,0,0)$, $s_2=(0,0,1)$, $s_3=(0,1,0)$ and with respective actions.

In the attack and defend model, two players are involved namely the intruder and the detection system. In a game with mixed strategies each player maximizes their own payoff. The players’ preferences can be represented by expected payoff functions, plays a key role in these characterizations of mixed strategy equilibrium. By using equation (13), the utility function for each action set is as follows:

$$ U_i(\alpha) = \xi_{\text{ai} \in \text{A}_i} \alpha_i(a_i)U_i(\alpha_{-i}, e(a_i)) \quad \text{------- (14)} $$

For any mixed strategy profile $\alpha$, where $e(a_i)$ is the degenerate mixed strategy of player $i$ that attaches probability one to $a_i \in \text{A}_i$. The set of utility functions $U_i$ qualify the player’s preferences over the game of possible outcomes. The outcomes are chosen by a particular player $i$ with action $a_i$ as $u_i$, and the actions chosen by all other players is $\alpha_{-i}$.

According to a sub-game perfect equilibrium, P1 would always propose $x = (1-\delta_2)/(1-\delta_1 \delta_2)$ and P2 would propose $y = (1-\delta_1)/(1-\delta_1 \delta_2)$. Now at the $k^{th}$ round of P1’s turn, the utility function of the two players is:

$$ U^{(k,1)} = \left[ \frac{(1-\delta_1)\delta_1^{k-1}}{1-\delta_1 \delta_2}, \frac{(1-\delta_2)\delta_2^{k-1}}{1-\delta_1 \delta_2} \right] \quad \text{------- (15)} $$

Similarly, at the $k^{th}$ round of P2’s turn, the utility function of the two players is written as

$$ U^{(k,2)} = \left[ \frac{(1-\delta_2)\delta_2^{k-1}}{1-\delta_1 \delta_2}, \frac{(1-\delta_1)\delta_1^{k-1}}{1-\delta_1 \delta_2} \right] \quad \text{------- (16)} $$

Through states of reachability tree, there is only one leaf node and we have the following constraints:
\[ \pi_1 + \pi_2 = 1 \\
\pi_3 + \pi_4 = 1 \quad \text{---------(17)} \]

Thus, we have the following utility function to find the Nash equilibrium

\[ \text{Max } U = (U_1, U_2) \quad \text{-------- (18)} \]

Hence, we can find out that \( \pi_1 = 1 \) is the Nash Equilibrium. In contrast, \( \pi_3 = 1 \) would be the Nash Equilibrium while P2 gets the first chance to propose the security strategy. If the problem is a repeated game with finite or infinite state, then the lexicographic game method can be applied by using either discount factor or limits of means according to the requirements, to obtain the best strategy and thus the optimal Nash equilibrium state can be reached. If the problem has mixed strategy, then by applying equation (14), the Nash equilibrium state can be obtained.

The network problem can be considered as any type of game such as repeated game with perfect information, repeated game with imperfect information, extensive game with perfect or imperfect information, bargaining game with alternate offers, game with mixed strategies, and the result can be obtained through the perfect equilibrium strategies. To obtain this the utility functions with various criteria can be used to get the optimal Nash equilibrium states, which in turn improves the security of any type of computer network.

7. CONCLUSIONS AND FUTURE WORK

This paper presents a amalgam game to analyse the problems of network security. These applications demonstrate the soundness and efficiency of the game theory. However, the design described is just a beginning. Reconnaissance as game of strategy is used to know more information about the strategies of players. By using lexicographic game technique, we compute the Nash equilibrium of the game issue. Since this proposes a more flexible formulation for the game issue, there may be more than one Nash equilibrium in the solution. Thus, finite repeated game and infinite repeated game theory concept is applied to obtain the multiple solutions of Nash equilibrium and a try is made to propose a bound for the multiple Nash equilibriums. Also if the problem is a game with mixed strategies, then the utility function can be obtained with the player’s preferences over the game of possible outcomes. In future we can use the Markov decision process to decompose the large models and our lexicographic method allows us to perform complete analysis for the set of attack scenario states. Moreover, in terms of the modeling and analyzing approach, some simplification and approximation methods of indefinite key net could be well conducted indefinite event net with the repeated game theory lemmas which we believe would be promising in handling the complex game issues and provide a better solution. Also if a problem with mixed strategies, the nash equilibrium can be obtained with the perfect equilibrium. Thus, estimation of the performance measure of the system with the best-response strategies are chosen, including availability, survivability, and measures related to security in wireless sensor network, cloud computing and so on.
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