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ABSTRACT

Now a day enormous amount of data is getting explored through Internet of Things (IoT) as technologies are advancing and people uses these technologies in day to day activities, this data is termed as Big Data having its characteristics and challenges. Frequent Itemset Mining algorithms are aimed to disclose frequent itemsets from transactional database but as the dataset size increases, it cannot be handled by traditional frequent itemset mining. MapReduce programming model solves the problem of large datasets but it has large communication cost which reduces execution efficiency. This proposed new pre-processed k-means technique applied on BigFIM algorithm. ClustBigFIM uses hybrid approach, clustering using k-means algorithm to generate Clusters from huge datasets and Apriori and Eclat to mine frequent itemsets from generated clusters using MapReduce programming model. Results shown that execution efficiency of ClustBigFIM algorithm is increased by applying k-means clustering algorithm before BigFIM algorithm as one of the pre-processing technique.
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1. INTRODUCTION

Data mining and KDD (Knowledge Discovery in Databases) are essential techniques to discover hidden information from large datasets with various characteristics. Now a day Big Data has bloom in various areas such as social networking, retail, web blogs, forums, online groups [1]. Frequent Itemset Mining is one of the important techniques of ARM. Goal of FIM techniques is to reveal frequent itemsets from transactional databases. Agrawal et al. [2] put forward Apriori algorithm which generates frequent itemsets having frequency greater than minimum support given. It is not efficient on single computer when dataset size increases. Enormous amount of work has been put forward to uncover frequent items. There exist various parallel and distributed algorithms which works on large datasets but having memory and I/O cost limitations and cannot handle Big Data [3] [4].

MapReduce developed by Google [5] along with hadoop distributed file system is exploited to find out frequent itemsets from Big Data on large clusters. MapReduce uses parallel computing approach and HDFS is fault tolerant system. MapReduce has Map and Reduce functions; data flow in MapReduce is shown in below figure.
In this paper, based on BigFIM algorithm, a new algorithm optimizing the speed of BigFIM algorithm is proposed. Firstly using parallel K-Means clustering clusters are generated from Big Datasets. Then clusters are mined using ClustBigFIM algorithm, effectively increasing the execution efficiency.

This paper is organized as follows section 2 gives overview of related work done on frequent itemset mining. Section 3 gives overview of background theory for ClustBigFIM. Section 4 explains pseudo code of ClustBigFIM. The experimental results with comparative analysis are given in section 5. Section 6 concludes the paper.

2. RELATED WORK

Various sequential and parallel frequent itemset parallel algorithms are available [5] [6] [7] [8] [9] [10]. But there is need of FIM algorithms which can handle Big Data. This section gives an insight into frequent itemset mining which exploits MapReduce framework. The existing algorithms have challenges while dealing with Big Data.

Parallel implementation of traditional Apriori algorithm based on MapReduce framework is put forward by Lin et al. [11] and Li et al. [12] also proposed parallel implementation of Apriori algorithm. Hammoud [13] has put forward MRApriori algorithm which is based on MapReduce programming model and classic Apriori algorithm. It does not require repetitive scan of database which uses iterative horizontal and vertical switching. Parallel implementation of FP-Growth algorithms has been put forward in [14].

Liu et al. [15] has been put forward IOMRA algorithm which is a modified FAMR algorithm optimizes execution efficiency by pre-processing using Apriori TID which removes all low frequency 1-item itemsets from given database. Then possible longest candidate itemset size is determined using length of each transaction and minimum support.
Moens et al. [16] has been put forward two algorithms such as DistEclat and BigFIM, DistEclat is distributed version of Eclat algorithm which mines prefix tree and extracts frequent itemsets faster but not scalable enough. BigFIM applies Apriori algorithm before DistEclat to handle frequent itemsets till size k and next k+1 item are extracted using Eclat algorithm but BigFIM algorithm has limitation on speed. Both algorithms are based on MapReduce framework. Currently Moens also proposed implementations of DistEclat and BigFIM algorithms using Mahout.

Approximate frequent itemsets are mined using PARMA algorithm which has been put forward by Riondato et al. [17]. K-means clustering algorithm is used for finding clusters which is called as sample list. Frequent item sets are extracted very fast, reducing execution time.

Malek and Kadima [18] has been put forward parallel k-means clustering which uses MapReduce programming model for generating clusters parallel by increasing performance of traditional K-Means algorithm. It has Map, Combine and Reduce functions which uses (key, value) pair. Distance between sample point and random centres are calculated for all points using map function. Intermediate output values from map function are combined using combiner function. All samples are assigned to closest cluster using reduce function.

3. BACKGROUND

3.1. Problem Statement

Let \( I \) be a set of items, \( I = \{i_1, i_2, i_3, \ldots, i_n\} \), \( X \) is a set of items, \( X = \{i_1, i_2, i_3, \ldots, i_k\} \subseteq I \) called k-itemset. A transaction \( T = \{t_1, t_2, t_3, \ldots, t_m\} \), denoted as \( T = (\text{tid}, I) \) where tid is transaction ID. \( T \in D \), where D is a transactional database. The cover of itemset \( X \) in \( D \) is the set of transaction IDs containing items from \( X \).

\[
\text{Cover}(X, D) = \{ \text{tid} | (\text{tid}, I) \in D, X \subseteq I \}
\]

The support of an itemset \( X \) in \( D \) is count of transactions containing items from \( X \).

\[
\text{Support}(X, D) = |\text{Cover}(X, D)|
\]

An itemset is called frequent when its absolute minimum support threshold \( \sigma_{abs} \), with \( 0 \leq \sigma_{abs} \leq |D| \).

Partitioning of transactions into set of groups is called clustering. Let \( s \) be the number of clusters then \( \{C_1, C_2, C_3, \ldots, C_s\} \) is a set of clusters from \( \{t_1, t_2, t_3, \ldots, t_m\} \), where \( m \) is number of transactions. Each transaction is assigned to only one clusters i.e. \( C_p \neq \emptyset \land C_p \cap C_q \) for \( 1 \leq p, q \leq s, C_p \) is called as cluster. Let \( \mu_z \) be the mean of cluster \( C_z \), squared error between mean of cluster and transactions in cluster is given as below,

\[
J(C_z) = \sum_{i \in C_z} ||t_i - \mu_z||^2
\]

k-means is used for minimizing sum of squared error over all S clusters and is given by,

\[
J(C) = \sum_{s=1}^{S} \sum_{i \in C_s} ||t_i - \mu_s||^2
\]

k-means algorithm starts with one cluster and assigns each transaction to clusters with minimum squared error.
3.2. Apriori Algorithm

Apriori is the first frequent itemset mining algorithm which has been put forward by Agarwal et al. [19]. Transactional database has transaction identifier and set of items presenting transaction. Apriori algorithm scans the horizontal database and finds frequent items of size 1-item using minimum support condition. From these frequent items discovered in iteration 1 candidate itemsets are formed and frequent itemsets of size two are extracted using minimum support condition. This process is repeated till either list of candidate itemset or frequent itemset is empty. It requires repetitive scan of database. Monotonicity property is used for removing frequent items.

3.3. Eclat Algorithm

Eclat algorithm is proposed by Zaki et al. [20] which works on vertical database. TID list of each item is calculated and intersection of TID list of items is used for extracting frequent itemsets of size k+1. No need of iterative scan of database but expensive to manipulate large TID list.

3.4. k-means Algorithm

The k-means algorithm [21] is well known technique of clustering which takes number of clusters as input, random points are chosen as centre of gravity and distance measures to calculate distance of each point from centre of gravity. Each point is assigned to only one cluster based on high intra-cluster similarity and low inter-cluster similarity.

4. ClustBigFIM Algorithm

This section gives high level architecture of ClustBigFIM algorithm and pseudo code of phases used in ClustBigFIM algorithm.

4.1. High Level Architecture

![High Level Architecture of ClustBigFIM Algorithm](image)

Figure 2. High Level Architecture of ClustBigFIM Algorithm

Clustering is applied on large datasets as one of the pre-processing techniques and then frequent itemsets are mined from clustered data using frequent itemset mining algorithms, Apriori and Eclat.
4.2. ClustBigFIM on MapReduce

ClustBigFIM algorithm has below phases,

a. Find Clusters  
b. Finding k-FIs  
c. Generate single global TID list  
d. Mining of subtree

4.2.1. Find Clusters

K-means clustering algorithm is used for finding clusters from given large datasets. Clusters of transactions are formed based on below formula which calculates minimum squared error,

\[ J(C_s) = \sum_{t_i \in C_s} || t_i - \mu_s ||^2 \]

and assign each transaction to the cluster. Input to this phase is transaction dataset and number of clusters, clusters of transactions are generated like \( C = \{ t_1, t_{10}, ..., t_{4000} \} \).

---

Input : Cluster Size and Dataset  
Output : Clusters with size \( z \)  
Steps :  
1. Find distance between centres and transaction id in map phase.  
2. Use combiner function to combine results of above step.  
3. Compute MSE using below formula and assign all points to clusters in reduce phase,

\[ J(C_s) = \sum_{t_i \in C_s} || t_i - \mu_s ||^2 \]

\[ J(C) = \sum_{s=1}^{S} \sum_{t_{ij} \in C_s} || t_{ij} - \mu_j ||^2 \]

4. Repeat steps 1-3 by changing Centre and stop when convergence criteria is reached.

---

4.2.2. Finding k-FIs

Transaction ID list for large datasets cannot be handled by Eclat algorithm, So frequent itemsets of size \( k \) are mined from generated clusters in above phase using Apriori algorithm based on minimum support condition which handles problem of large datasets. Prefix tree is generated using frequent itemsets.
Input : Cluster Size s, Minimum threshold \( \sigma \), prefix length(l)
Output : Prefixes with length l and k-FIs
Steps :

5. Find support of all items in a cluster using Apriori algorithm.

6. Apply Support \( (x_i) > \sigma \) and calculate FIs using monotonic property.

7. Repeat step 5-6 till calculating all k-FIs using mapper and reducers.

8. Repeat steps 5-7 for clusters (1 To S) and find final k-FIs.

9. Keep created prefixes in lexicographic order using lexicographic prefix tree.

4.2.3. Generate single global TID list

Eclat algorithm uses vertical database, item and list of transactions where item is present. The global TID list is generated by combining local TID list using mappers and reducers. Generated TID list is used in next phase.

Input : Prefix Tree, Min Support \( \sigma \)
Output : Single TID list of all items
Steps :

10. Calculate TID list using prefix tree in map phase

11. Create single TID list from TID list generated in above step. Perform pruning with support \( (i_a) \leq \text{support}(i_b) \leftrightarrow a < b \)

12. Generate prefix groups, \( P_k = (P_k^1, P_k^2, \ldots, P_k^n) \)

4.2.4. Mining of Subtree

Next \((k+1)\) FIs are mined using Eclat algorithm. Prefix tree generated in phase2 is mined independently by mappers and frequent itemsets are generated.

Input : Prefix tree, Minimum support \( \sigma \)
Output : k-FIs
Steps :

13. Apply Eclat algorithm and find FIs till size k.

14. Repeat step 13 for each Subtree in map phase.

15. Find all frequent items of size k and store them in compressed trie format.
5. EXPERIMENTS

This section gives overview of datasets used and experimental results with comparative analysis.

For experiments 2 machines are going to be used. Each machine contains Intel® Core™ i5-3230M CPU@2.60GHz processing units and 6.00GB RAM with Ubuntu 12.04 and Hadoop 1.1.2. Currently algorithm run on single pseudo distributed hadoop cluster.

Datasets used from standard UCI repository and FIMI repository in order to compare results with existing systems such as DistEclat and BigFIM.

5.1. Dataset Information

Experiments are performed on below datasets,

Mushroom – Provided by FIMI repository [22] has 119 items and 8,124 transactions.
T10I4D100K- Provided by UCI repository [23] has 870 items and 100,000 transactions.
Retail - Provided by UCI repository [23].
Pumsb - Provided by FIMI repository [22] has 49,046 transactions.

5.2. Results Analysis

Experiments are performed on T10I4D100K, Retail, Mushroom and Pumsb dataset and execution time required for generating k-FIs is compared based on number of mappers and Minimum Support. Results shown that Dist-Eclat is faster than BigFIM and ClustBigFIM algorithm on T10I4D100K but Dist-Eclat algorithm is not working on large datasets such as Pumsb. Dist-Eclat is not scalable enough and faces memory problems as the dataset size increases.

Experiments performed on T10I4D100K dataset in order to compare execution time with different Minimum Support and number of mappers on Dist-Eclat, BigFIM and ClustBigFIM. Table 1. shows Execution Time (Sec) for T10I4D100K dataset with different values of Minimum Support and 6 numbers of mappers. Figure 3. shows timing comparison for various methods on T10I4D100K dataset which shows that Dist-Eclat has faster performance over BigFIM and ClustBigFIM algorithm. Execution time decreases as Minimum Support value increases which shows effect of Minimum Support on execution time.

Table 2. shows Execution Time (Sec) for T10I4D100K dataset with different values of Number of mappers and Minimum Support 100. Figure 4. shows timing comparison for various methods on T10I4D100K dataset which shows that Dist-Eclat has faster performance over BigFIM and ClustBigFIM algorithm. Execution time increases as number of mappers increases as communication cost between mappers and reducers increases.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Min. Support</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>T10I4D100K</td>
<td>Dist-Eclat</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>BigFIM</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>ClustBigFIM</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1. Execution Time (Sec) for T10I4D100K with different Support.
Table 2. Execution Time (Sec) for T10I4D100K with different No. of Mappers

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Number of Mappers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3  4  5  6  7</td>
<td></td>
</tr>
<tr>
<td>T10I4D100K</td>
<td>Dist-Eclat</td>
<td>6 7 7 9 9</td>
</tr>
<tr>
<td></td>
<td>BigFIM</td>
<td>21 25 29 32 37</td>
</tr>
<tr>
<td></td>
<td>ClustBigFIM</td>
<td>19 23 25 30 36</td>
</tr>
</tbody>
</table>

Minimum Support - 100

Figure 3. Timing comparison for various methods and Minimum Support on T10I4D100K

Figure 4. Timing comparison for different methods and No. of Mappers on T10I4D100K
Results have been shown that ClustBigFIM algorithm works on Big Data. Experiments are performed on Pumsb dataset. Dist-Eclat algorithm faced memory problem with Pumsb dataset. Results of ClustBigFIM are compared with BigFIM algorithm which is scalable.

Table 3 and Table 4 shows execution time taken for BigFIM and ClustBigFIM algorithm on Pumsb dataset with variable Minimum Support and No. of Mappers. Number of mappers is 20 and Minimum Support is 40000 for the experiments. Figure 3. And Figure 5 and Figure 6. shows that ClustBigFIM algorithm has better performance over BigFIM algorithm due to pre-processing.

Table 3. Execution Time (Sec) for Pumsb with different Support.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Min. Support</th>
<th>25000</th>
<th>30000</th>
<th>35000</th>
<th>40000</th>
<th>45000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pumsb</td>
<td>BigFIM</td>
<td></td>
<td>19462</td>
<td>6464</td>
<td>1256</td>
<td>453</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>ClustBigFIM</td>
<td></td>
<td>18500</td>
<td>5049</td>
<td>1100</td>
<td>440</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No. of Mappers - 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Execution Time (Sec) for Pumsb with different No. of Mappers

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Number of Mappers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Pumsb</td>
<td>BigFIM</td>
<td>390</td>
</tr>
<tr>
<td></td>
<td>ClustBigFIM</td>
<td>385</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Minimum Support - 40000</td>
</tr>
</tbody>
</table>

Figure 5. Timing comparison for different methods and Minimum Support on Pumsb
6. CONCLUSIONS

In this paper we implemented FIM algorithm based on MapReduce programming model. K-means clustering algorithm focuses on pre-processing, frequent itemsets of size k are mined using Apriori algorithm and discovered frequent itemsets are mined using Eclat algorithm. ClustBigFIM works on large datasets with increased execution efficiency using pre-processing. Experiments are done on transactional datasets, results shown that ClustBigFIM works on Big Data very efficiently and with higher speed. We are planning to run ClustBigFIM algorithm on different datasets for further comparative analysis.
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