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ABSTRACT

This paper is focused on a design of an algorithm for decoupling multivariable systems based on generalized predictive control (DGPC) and its application to a control of an incubator system. Proposed control algorithm uses adaptive error weighting factor in cost function in order to reduce coupling between control loops. Two techniques are presented and compared for predictive control of TITO (Two-Input, Two-Output) processes. According to the first technique the weighting factor is tuned in synchronization to a reference signal change. According to the second method, the weighting factor is set dependent on the actual control error. The algorithm is applied to incubator climate control; obtained simulation results show its efficiency.
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1. INTRODUCTION

Many industrial processes have strong cross coupling between control loops. Mostly Proportional Integral Differential (PID) is the simplest solution to control these systems. But these controllers do not offer satisfactory control because of interactions. Also the tuning of PID is complicated when they are used in MIMO systems. Generalized predictive control appears to be attractive solution in multivariable process control [5,10]. However, these controllers cannot solve problems with strong interaction. In that case, decoupling can perfectly achieved by adding interaction compensators to controllers [2]. But in some systems because of improper delay structure or model mismatch, interaction compensators cannot applicable [3]. Therefore, a practical method for decoupling is required and compared. The first technique, the weighting factor is tuned in synchronization to a reference signal change. According to the second method, the weighting factor is set dependent on the actual control error. Most of the industrial systems are infected with disturbance; the presence of this term can complicate the tuning of weighting factor. To solve this problem we used a first-order filter. The aim of this contribution is an implementation of the GPC control with self-tuning of the weighting factor including constraints of the manipulated variable for control of the neonatal incubator.
The incubator process is used to produce healthful micro-environment in order to reduce newborn heat loss by controlling temperature inside incubator. Temperature is one of the most important factors that need to be maintained with a minimum variation. But only temperature control is not sufficient to provide comfortable environment. Also, the relative humidity control is very important to reduce the newborn heat loss [8, 9]. For these reasons, we have developed an active humidification system based on a nebulizer. Therefore, this process becomes a TITO system (Two Input-Two-Output). In fact, the process has time-varying parameters model, depending on the external temperature and on the load under treat. Also, couplings between temperature and humidity are very important that should be reduced.

The paper is structured as follows. The section 2 is devoted to present decentralized generalized predictive control with constraint. In section 3, we present the first technique of decoupling based on synchronization of the weighting factor with a reference signal change. In Section 4, we propose the second method of decoupling which the weighting factor is set dependent on the actual control error. In Section 5 experimental setup and computer simulations are conducted to review the feasibility and effectiveness of the proposed method, to decrease interaction cross coupling between controlled variables (temperature and humidity) of incubator system.

2. Theory

2.1. Decentralized Control

Decentralized control (Benhammou 1988, Lunze 1992, Gagnon 1999) is based on several local controllers, instead of a single controller to control a multivariable process (MIMO). Each of these controllers is responsible for controlling a single loop. The decentralized control scheme for a multivariable process is illustrated in Fig 1.

![Figure 1. Structure of decentralized control (or distributed)](image)

This decentralized approach provides some advantages, both theoretical and practical very interesting to quote: Structure is easier to achieve (very simple and fast to implement it in industry). This approach is both flexible (the failure of a party system can be treated without affecting the rest, maintenance is also more easily). It is feasible to specify different performance and use of different sampling periods for each particular loop. Removal or addition of a control loop or manual mode setting does not affect the overall stability of system (other loops continue to be compensated). For these reasons, we take into count this structure Fig. 1, for the conception of the decoupling predictive control.
2.2. Process Model

The synthesis of the generalized predictive controller (GPC) suggested by (Clarke et al, 1987; Clarke, 1988) [5,6]. This method was used successfully in industrial applications of various forms (Richalet et al,1987; Richalet et al,2009) [11,12]. The approach of generalized predictive control is based on a dynamic model of type ARIMAX (Auto Regressive Integrated Moving Average with eXternal inputs), given by:

\[
A_i(z^{-1})y_i(k) = z^{-d_i}B_i(z^{-1})u_i(k-1) + C_i(z^{-1})\frac{e_i(k)}{\Delta(z^{-1})}
\]

(1)

Where \( i \) is the number system, \( y_i(k) \) is the system output, \( u_i(k) \) is the system input, \( e_i(k) \) is the uncorrelated random sequence, \( \Delta(z^{-1}) = 1 - z^{-1} \) corresponds to an integral action. Its presence in the direct channel allows a zero error in steady state value. \( A_i(z^{-1}) \), \( B_i(z^{-1}) \) and \( C_i(z^{-1}) \) are polynomials.

\[
A_i(z^{-1}) = 1 + a_1z^{-1} + a_2z^{-2} + \ldots + a_{na}z^{-na},
\]

\[
B_i(z^{-1}) = b_1 + b_2z^{-1} + b_3z^{-2} + \ldots + b_{nb}z^{-nb},
\]

\[
C_i(z^{-1}) = 1 + c_1z^{-1} + c_2z^{-2} + \ldots + c_{nc}z^{-nc}.
\]

(2)

With \( na_i \), \( nb_i \) and \( nc_i \), indicate the respective order of these polynomials.

The generalized predictive control based on the minimization of a quadratic criterion on a sliding horizon, which involves a term related to the difference between the predicted output sequence and the sequence of future control [4].

The criterion is given by:

\[
J_i = \lambda_y \sum_{i=1}^{N_y} [y_i(k+t) - \hat{y}_i(k+t)]^2 + \lambda_u \sum_{i=1}^{N_u} \Delta u_i^2(k+t-1)
\]

(3)

with \( \hat{y}_i(k) \) is the output value predicted at time \( k \), \( y_i(k) \) is the set points values at time \( k \), \( \Delta u_i(k) \) is the increment of control at time \( k \), \( N_y \) is the minimum prediction horizon, \( HP \) is the maximum prediction horizon, \( N_u \) is the control horizon, \( \lambda_u \) is the control weighting factor and \( \lambda_y \) is the error weighting factor.

2.3. Prediction of the System Output

Consider the output expressed by (1) the output at time instant \( k+t \) will be:

\[
x_i(k+t) = \frac{B_i(z^{-1})}{A_i(z^{-1})}u_i(k+t-d_i-1) + \frac{C_i(z^{-1})}{A_i(z^{-1})}\Delta(z^{-1})e_i(k+t)
\]

(4)

By applying the Euclidean algorithm on the second term of (4) we get

\[
\frac{C_i(z^{-1})}{A_i(z^{-1})\Delta(z^{-1})} = \frac{L_i(z^{-1})}{A_i(z^{-1})} + z^{-1} \frac{G_i(z^{-1})}{A_i(z^{-1})\Delta(z^{-1})}
\]

(5)

After using (4) and (5), we assume that the term related to the disturbance is zero, the optimal predictor of the output is:

\[
\hat{x}_i(k+t) = \frac{L_i(z^{-1})B_i(z^{-1})\Delta(z^{-1})}{C_i(z^{-1})}u_i(k+t-d_i-1) + \frac{G_i(z^{-1})}{C_i(z^{-1})}y_i(k)
\]

(6)
A second Diophantine equation decomposes the predictor in two terms: a term based on the current output, old orders, the system output and a second term dependent on future orders.

\[
\frac{\sigma_i(z^{-1})}{C_i(z^{-1})} = H_i(z^{-1}) + z^{-i+d_i} \frac{R_i(z^{-1})}{C_i(z^{-1})}
\]  

(7)

With:

\[
\sigma_i(z^{-1}) = L_i(z^{-1})B_i(z^{-1})
\]  

(8)

The optimal predictor of the output is:

\[
\hat{y}_i(k+t) = H_i(z^{-1})\Delta(z^{-1})u_i(k+t-d_i-1) +
G_i(z^{-1})y_i(k) + R_i(z^{-1})\Delta(z^{-1})u_i(k-1)
\]  

(9)

Where \(H_i(z^{-1})\), \(G_i(z^{-1})\), \(R_i(z^{-1})\) and \(L_i(z^{-1})\) are polynomial solutions to the Diophantine equations [5]. The matrix formulation is represented by:

\[
\hat{\mathbf{Y}}_i = \mathbf{H}_i \Delta \mathbf{U}_i + \mathbf{G}_i \mathbf{Y}_i^* + \mathbf{R}_i \Delta \mathbf{U}_i^*
\]  

(10)

The vector of the predicted outputs \(\hat{\mathbf{Y}}_i\) is the sum of the predicted forced \(\mathbf{H}_i \Delta \mathbf{U}_i\) and free responses \(\mathbf{G}_i \mathbf{Y}_i^* + \mathbf{R}_i \Delta \mathbf{U}_i^*\).

With:

\[
\hat{\mathbf{Y}}_i = [\hat{y}_i(k+1/k), \hat{y}_i(k+2/k)\cdots \hat{y}_i(k+HP_i/k)]^T
\]  

(11)

\[
\mathbf{Y}_i^* = [y_i^*(k), y_i^*(k-1)\cdots y_i^*(k-na)]^T
\]  

(12)

\[
\Delta \mathbf{U}_i = [\Delta u_i(k)\cdots \Delta u_i(k+N_{CI}-1)]^T
\]  

(13)

\[
\Delta \mathbf{U}_i^* = [\Delta u_i^*(k-1)\cdots \Delta u_i^*(k-nbi-di+1)]^T
\]  

(14)

\[
\mathbf{G}_i = [G_{i+1}(-1)\cdots G_{HP_i+d_i}(-1)]^T
\]  

(15)

\[
\mathbf{R}_i = [R_{i+1}(-1)\cdots R_{HP_i+d_i}(-1)]^T
\]  

(16)

\[
\mathbf{H}_i = \begin{pmatrix}
h_0 & 0 & \cdots & 0 \\
h_1 & h_0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
h_{HP_i-d_i-1} & h_{HP_i-d_i-2} & \cdots & h_{HP_i-d_i-N_{CI}}
\end{pmatrix}
\]  

(17)

Where:

\[
y_i^*(k) = \frac{y_i(k)}{C_i(z^{-1})}, \Delta u_i^*(k-1) = \frac{\Delta u_i(k-1)}{C_i(z^{-1})}
\]
And
\[
\text{DIM}(\hat{G}_i) = (H_{P_i} - d_i, na_i + d_i - 1),
\]
\[
\text{DIM}(\hat{R}_i) = (H_{P_i} - d_i, nb_i + d_i - 1),
\]
\[
\text{DIM}(\hat{H}_i) = (H_{P_i} - d_i, N_{C_i}).
\]

Denote the dimension of \(\hat{G}_i, \hat{R}_i\) and \(\hat{H}_i\), respectively.

2.4. Law Order

We write the criterion J in matrix form
\[
J = \hat{Y}(\theta - \gamma_i \theta_i) \hat{Y}^T \phi_i \hat{Y}(\theta - \gamma_i \theta_i) + \lambda_i \phi_i \phi_i^T
\]
(18)

With:
\[
Y_{Ci} = [y_{Ci}(k + d_i) \cdots y_{Ci}(k + HP_i + d_i)]
\]
(19)

The optimal vector \(\Delta U_i\) is:
\[
\Delta U_i = (\hat{H}_i \chi_i \hat{H}_i^T + \lambda_i I_{N_{C_i}})^{-1} \hat{H}_i \hat{Y}_i^T
\]
(20)

The optimal control law is derived from analytical minimization of the previous cost function. Only the first control value is finally applied to the system.

\[
u_i(k) = \Delta u_i(k) + u_i(k - 1).
\]
(21)

Which \(\Delta u_i(k)\) is the first element of the vector \(\Delta U_i\) and \(I_{N_{C_i}}\) is diagonal matrix of size \(N_{C_i} \times N_{C_i}\) and \(\chi_i\) is diagonal matrix of size \(HP_i - d_i \times HP_i - d_i\)
\[
I_{N_{C_i}} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 \end{bmatrix}, \chi_i = \begin{bmatrix} \lambda_{y_i} & 0 \\ 0 & \ddots & \ddots \\ \vdots & \cdots & \lambda_{y_i} \end{bmatrix}
\]
(22)

2.5. Constraints Formulation

Generally, the constraints imposed on the control signal and its increment are described by inequalities forms
\[
u_{\text{min}} \leq u_i(k) \leq u_{\text{max}}
\]
\[-su_i \leq \Delta u_i(k) \leq su_i
\]
(23)

Where \(u_{\text{min}}, u_{\text{max}}\) and \(su_i\) are respectively lower threshold, the upper threshold and derivative threshold of the control inputs. On the horizon controller \(HC_i\) can be written:
\[-su_i \leq \Delta u_i(k) \leq su_i,\]
\[-su_i \leq \Delta u_i(k+1) \leq su_i,\]
\[\vdots\]
\[-su_i \leq \Delta u_i(k+HC_i-1) \leq su_i.\]  

(24)

Or in the condensed form:

\[
\begin{bmatrix}
I \\
-I
\end{bmatrix} \Delta U_i \geq \begin{bmatrix}
-\beta_i \\
-\beta_i
\end{bmatrix},
\]

(25)

With I is identity matrix of dimension \((HC_i, HC_i)\), \(\Delta U_i\) and \(\beta_i\) are two vectors with the same dimensions \(HC_i\):

\[
\beta_i^T = [su_i, \ldots, su_i].
\]

\[
\Delta U_i^T = [\Delta u_i(k), \ldots, \Delta u_i(k+HC_i-1)].
\]

On the same horizon control we obtained:

\[
u_{\text{max}} - u_i(k-1) \leq \Delta u_i(k) \leq u_{\text{max}} - u_i(k-1),
\]
\[
v_{\text{max}} - u_i(k-1) \leq \Delta u_i(k) + \Delta u_i(k+1) \leq u_{\text{max}} - u_i(k-1),
\]
\[\vdots\]
\[
v_{\text{max}} - u_i(k-1) + \cdots \Delta u_i(k+HC_i-1) \leq u_{\text{max}} - u_i(k-1).
\]

(27)

Or in the condensed form:

\[
\begin{bmatrix}
W \\
-W
\end{bmatrix} \Delta U_i \geq \begin{bmatrix}
\beta_2(k-1) \\
-\beta_3(k-1)
\end{bmatrix},
\]

(28)

With \(\beta_2^T\) et \(\beta_3^T\) are two vectors with the same dimensions \(HC_i\):

\[
\beta_2^T(k-1) = [u_{\text{max}} - u_i(k-1)] \cdots [u_{\text{max}} - u_i(k-1)],
\]

\[
\beta_3^T(k-1) = [u_{\text{max}} - u_i(k-1)] \cdots [u_{\text{max}} - u_i(k-1)].
\]

(29)

And \(W\) is a matrix of dimension \((HC_i, HC_i)\).

\[
W = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
1 & 1 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
1 & 1 & \cdots & 1
\end{bmatrix}
\]

(30)

We can rewrite the two inequalities (3.25) and (3.28)

\[
\begin{bmatrix}
I \\
-I
\end{bmatrix} \begin{bmatrix}
W \\
-W
\end{bmatrix} \Delta U_i \geq \begin{bmatrix}
-\beta_2 \\
-\beta_3
\end{bmatrix}.
\]

(31)
The problem of minimization of the criterion $J$ with constraints is writing:

$$
\min_{\Delta U} \psi [\hat{Y}(k) - Y_C(k)]^T \chi [\hat{Y}(k) - Y_C(k)] + \lambda_u \Delta U^T \Delta U(k)
$$

(32)

$$
\psi \Delta U, \geq \phi(k),
$$

(33)

With:

$$
\psi^T = [I, -I, W, -W]
$$

$$
\phi(k) = [-\beta^R, -\beta^R, \beta^R(k-1), -\beta^R(k-1)]
$$

(34)

The minimization of this criterion cannot be performed analytically. The synthesis of the control law amounts to solving an optimization problem of a quadratic criterion under constraints like inequalities. During the simulations proposed subsequently, the determination of the optimal control sequence is done using the function "fmincon" of Matlab™.

### 3. Decoupling Design of Generalized Predictive Control

#### 3.1. Adjusting the weighting factor synchronization to the reference signal change

In order to present the decoupling approach proposed, the TITO system presented in Fig 2 is used:

![TITO process model](image)

Figure 2. TITO process model.

Assume the process to be controlled is a double-input/double-outputs system. The transfer functions of the various subsystems are described by:

$$
y_j(k) = \frac{z^{-dl} B_j(z^{-1})}{A_j(z^{-1})} u_l(k) u_l(k-1)
$$

(35)

The two output variables $(y_1, y_2)$ of the process become the controlled variables, the two variable inputs $(u_1, u_2)$ are the manipulated variables and $\xi_1, \xi_2$ are non-measurable disturbances.
We write the criterion $J$ of each controller

**GPC1:**

$$J_1 = \dot{\lambda}_1 \sum_{j=1}^{\infty} \left[ y_{c1}(k+t) - \hat{y}_{c1}(k+t) \right]^2 + \lambda_1 \sum_{j=1}^{\infty} \Delta u_1^2(k+t-1), \quad (37)$$

**GPC2:**

$$J_2 = \dot{\lambda}_2 \sum_{j=1}^{\infty} \left[ y_{c2}(k+t) - \hat{y}_{c2}(k+t) \right]^2 + \lambda_2 \sum_{j=1}^{\infty} \Delta u_2^2(k+t-1) \quad (38)$$

The main idea of decoupling controller is the following [3]: when some reference changes its value (for example: set-point of $y_1$) controller firstly increases only $\dot{\lambda}_{y_j}$ in the second loop, and then calculate optimal control vector (32) and (33). This control vector would minimize output deviation caused by reference changes. Values $\dot{\lambda}_{y_j}$ are evaluated from equation:

$$\dot{\lambda}_{y_j} = 1 + \sum_{i=1}^{n} \frac{K_s}{M(q^{-1})} \Delta y_{c_j}(k)$$

$K_s$: maximum error weight in j loop,
$\Delta y_{c_j}$: reference change on j input,
$M(q^{-1})$: Polynomial of $q^{-1}$ defined by designer.

Results of simulations in which we take into count the change of the set point and the effect of disturbances of showed the limit of this method.
The method of decoupling cannot reduce the coupling effect caused by external disturbance. To resolve this problem, we propose an adaptive weighting factor dependent on the actual control error.
3.2. Tuning weighting factor by the error observation

To overcome the drawback of the previous method we present a new approach to decoupling the structure of the decoupling control is also described in the figure 7.

![Figure 7](image)

Figure 7. Control structure of generalized predictive control with weighting factor adjusting.

The main idea of decoupling controller is the following: The error weight factor of the output variable whose reference is kept constant should be increased and synchronized with the variable whose reference is modified. We note that a high value of the weighting factor $\lambda_{\text{max}}$ on output error can generate a very drastic change in controlled variables and degrades the control performance, what we are trying to avoid in most cases. On the other hand, a low value of weighting factor $\lambda_{\text{min}}$ does not allow reducing the effect of the coupling caused by the other variable.

To satisfy some performance (smooth control movements and minimum coupling effect), we establish the weighting factors expressions

\[
\begin{align*}
\lambda_{y1} &= \begin{cases} 
\lambda_{\text{max}1} & \lambda_{y1} \ge \lambda_{\text{max}1} \\
\lambda_{\text{min}1} + \exp(\epsilon_2(k)) & \lambda_{y1} \le \lambda_{\text{max}1}
\end{cases} 
\end{align*}
\]

\[
\lambda_{y2} = \begin{cases} 
\lambda_{\text{max}2} & \lambda_{y2} \ge \lambda_{\text{max}2} \\
\lambda_{\text{min}2} + \exp(\epsilon_1(k)) & \lambda_{y2} \le \lambda_{\text{max}2}
\end{cases}
\]

With: $\epsilon_1(k) = y_{C_1}(k) - y_1(k)$, $\epsilon_2(k) = y_{C_2}(k) - y_2(k)$.

A good decoupling with better control performance seemed to be optimal when an exponential change of the weighting factors is used and the limit value is respected. Tuning of $\lambda_{y1}$ depends on process parameters [7] and can vary in broad range [1, 1000]. Higher $\lambda_{\text{max}}$ leads to better decoupling. To check the validation of decoupling designed a simulation results are presented in Figs 8 and 9. It should be mentioned that control horizon is $N_i = N_g = 1$ and the control prediction is $H_{P_1} = H_{P_2} = 15$. Weighting of the control error for the first and second manipulated variables are:
\[ \lambda_{y_1} = \begin{cases} 50 & \lambda_{y_1} \geq 50 \\ 1 + \exp\left(\lambda_{y_1}(k)\right) & \lambda_{y_1} \leq 50 \end{cases}, \]

\[ \lambda_{y_2} = \begin{cases} 50 & \lambda_{y_2} \geq 50 \\ 1 + \exp\left(\lambda_{y_2}(k)\right) & \lambda_{y_2} \leq 50 \end{cases}. \]

Figure 8. Evolution of \( y_1 \) with tuning weighting factor by error observation and without decoupling

Figure 9. Evolution of \( y_2 \) with tuning weighting factor by error observation and without decoupling
Figure 10. Evolution of the tuning weighting factor $\lambda_{y1}$ and $\lambda_{y2}$ by error observation.

Figure 11. Evolution of the control output $u_1$ and $u_2$.

Fig 10 shows that the weighting factor dependent on the actual output error which allow at the same time to be powerful in dynamic and static decoupling. Fig 11 shows the evolution of the control signal of $y_1$ and $y_2$.

The disadvantage of this method is when the controlled variable is subjected to a disturbance. This disturbance affects the second variable without any adaptive weights factor error. To resolve this problem, the weighting factor should always be dependent on the actual control error.

4. APPLICATION TO AN INCUBATOR SYSTEM

This section emphasizes on examining the performance of the proposed Decoupling Generalized Predictive Controller (DGPC) for temperature and humidity control of a new born incubator system.
4.1 Experiment setup

A neonatal incubator is, usually, a small (approximately: 0.5 x 0.5 x 1 m³) cabinet with transparent walls so that the infant can be easily observed.

![Schematic of the incubator process with experimental arrangement for active humidification to control temperature and Humidity.](image)

The device includes an AC-powered heater, a fan to circulate the warmed air, a container for water to add humidity and access ports for nursing care. The passive humidifier cannot provide a high humidity level at low temperature such as in the range of [20°C to 38°C]. So, we replaced the passive humidifier by an external block based on ultrasonic nebulizer system which is an instrument for converting a liquid into a fine spray. The active humidification system is able to increase the humidity to 80%. Also we developed a microcontroller-based system devoted to control the humidity and the heating of the new born incubator. The system developed measures the air temperature and the humidity by two sensors LM35 and SY-230. Then, these data are exported to a microcomputer to be analyzed and to develop a model for the incubator [14],[13]. The aim of this study is to design and implement a closed loop control system to regulate the temperature and humidity inside a neonatal incubator which presented in Fig 12. The presence of coupling makes it impossible to set one without affecting the other. To eliminate the couplings between temperature and humidity, we propose a multivariable decoupled control by tuning the weighting factor.

4.2 Model of the incubator process

Before proceeding with the real-time control, it is necessary to pass through the modeling system. For this reason, an experimental method is proposed for modeling of the TITO system. The incubator system has Two-Inputs and Two-Outputs.

The inputs to the system are

\[ u_1 \]: control signal applied to the heater,
\[ u_2 \]: control signal applied to the nebulizer.

The outputs are:

\[ y_1 \]: temperature value output signal,
\[ y_2 \]: humidity level output signal.
We define each sub system by Auto Regressive Integrated Moving Average with eXternal inputs, (ARIMAX) model [1].

\[ y_j(k) = z^{-d_j} \frac{B_j(z^{-1})}{A_j(z^{-1})} u_i(k-1) + \frac{C_j(z^{-1})}{A_j(z^{-1})} \Delta z(k) + \epsilon_i(k). \]  

(40)

Where \( d_j \) is time delay, \( \epsilon_i \) is white noise and \( A_j, B_j, C_i \) are:

\[ A_j(z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_m z^{-m_a}. \]
\[ B_j(z^{-1}) = b_1 + b_2 z^{-1} + b_3 z^{-2} + \cdots + b_{m_b} z^{-m_b}. \]
\[ C_i(z^{-1}) = 1 + c_1 z^{-1} + c_2 z^{-2} + \cdots + c_{m_c} z^{-m_c}. \]  

(41)

We present the multivariable system as matrix form:

\[
\begin{bmatrix}
  y_1(k) \\
  y_2(k)
\end{bmatrix} =
\begin{bmatrix}
  G_{11}(z) & G_{12}(z) \\
  G_{21}(z) & G_{22}(z)
\end{bmatrix}
\begin{bmatrix}
  u_1(k) \\
  u_2(k)
\end{bmatrix} +
\begin{bmatrix}
  \xi_1 \\
  \xi_2
\end{bmatrix}
\]

\[ G(z) =
\begin{bmatrix}
  G_{11} & G_{12} \\
  G_{21} & G_{22}
\end{bmatrix}
= \begin{bmatrix}
  z^{-d_{11}} B_1(z^{-1}) & z^{-d_{12}} B_2(z^{-1}) \\
  z^{-d_{21}} A_1(z^{-1}) & z^{-d_{22}} A_2(z^{-1})
\end{bmatrix}
\]

\[ \begin{bmatrix}
  z^{-10}(5.9746e-004+5.9412e-004z^{-1}) \\
  -1.03467z^{-1}-0.6463z^{-2}
\end{bmatrix}
\]

\[ \begin{bmatrix}
  -1.3698e-004-1.9390e-004z^{-1} \\
  -1-0.28321z^{-1}-0.7133z^{-2}
\end{bmatrix}
\]

\[ \begin{bmatrix}
  z^{-32}(0.00203+0.00088z^{-1}) \\
  -1-0.5091z^{-1}-0.4266z^{-2}
\end{bmatrix}
\]

(42)

(43)

4.3 Computer simulations and discussions

Before proceeding with the real time control, it is important to conduct computer simulation with Matlab software to check the feasibility of the proposed approach control. The principal parameters are set as follows: The prediction horizons are \( HP_1 = 40, HP_2 = 20 \), the control horizons are \( NC_1 = NC_2 = 1 \) and the weighting factors of the control increments are \( \lambda_{w1} = 0.0422, \lambda_{w2} = 0.4712 \).

The coupling effect was suppressed by the method of changing the weighting factor as a function of the control error. A good decoupling could be achieved by the same dependence of the weighting factors as in equation (39) with

\[ \lambda_{w1} = 1 \text{ and } \lambda_{w2} = \left\{ \begin{array}{ll}
5 & \lambda_{w2} \geq 50 \\
\lambda_{w2} + \exp \left[ \frac{\epsilon_i(k)}{k} \right] & \lambda_{w2} < 50
\end{array} \right. \]

In Fig 17, we obtained the ranges of the control signal applied to the heater and to the nebulizer that scaled between 0 % and 100 %. The multivariable control is simulated with constraints and at sampling times \( T=20 \) seconds.

Chosen the inputs constraints:

\[ 0\% \leq u_1, u_2 \leq 100\%. \]

The described model (43) has strong interaction between input \( u_1 \) and output \( y_2 \). For this reason, the analyze has been done by changing temperature’s reference and observing output signal of the humidity. Tow method are used and compared: tuning the weighting factor \( \lambda_{w2} \) with error
observation and with synchronization to set point change. For $\lambda_1$, it remains constant and justified by the low interaction between $u_i$ and $G_{ij}$.

In Fig 13, we present the simulation result of set-point tracking temperature which increases from initial temperature to 25°C then to 28°C and decreases to 26°C. In Fig 14, it can be noticed that, there are great differences in the R.H. (Relative Humidity) response due to the choice of the error weighting factor. It is clear that adaptive weighting factor with reference change does not reduce the effect of coupling due to external perturbation. But decoupling with adaptive weight factor that dependent on the actual control error seems a good method to reduce the coupling effect due to the references change or external perturbation. In Fig 15, we present the evolution of the weighting factor with error output. We observe that the weight is very sensitive to the output error. To reduce this sensitivity, we applied a first order filter. In Fig 16, we present the evolution of the weighting factor which is synchronized with reference change. The adaptive error weighting factor is synchronized to the reference signal change. In Fig. 17, we observed that an increase of $\lambda_2$ generates a very drastic change in the manipulated variable (humidity control) which is an indicator of the decoupling effects. The advantage of using an adaptive error weighting factor is reducing the coupling effect cause by set point change and external perturbation.

Figure 13. Simulation result of set-point tracking temperature for predictive decoupling control.

Figure 14. Compared result of set-point tracking humidity with tuning weight factor by reference change and tuning weight factor by error output observation.
Figure 15. Evolution of the filtered weighting factor $\lambda_{y_2}$.

Figure 16. Evolution of the weighting factor synchronized with change set point.

Figure 17. Compared results of decoupling control humidity by set-point and error output tuning weighting factor.
5. CONCLUSIONS

This paper has developed a systematic design approach for Decoupling Generalized Predictive temperature and humidity Control (DGPC) of an incubator process. Simulations results have been demonstrated that decoupling by tuning weighting factor with synchronization in set-point change does not allow a good decoupling relative to the tuning error observation. Proposed concept of adaptive weighting leads to simple decoupling controller and it is not applicable only to predictive control but to all optimal multivariable controllers based on some cost function minimization. The simulation and experimental results have shown that the proposed control method is capable of giving satisfactory temperature and humidity control performance for the incubator system.
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