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Abstract:
Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group (called a cluster) are more similar (in some sense or another) to each other than to those in other groups (clusters). K-means is one of the simplest unsupervised learning algorithms that solve the well known clustering problem. The process of K means algorithm data is partitioned into K clusters and the data are randomly choose to the clusters resulting in clusters that have the same number of data set. This paper is proposed a new K means clustering algorithm we calculate the initial centroids systemically instead of random assigned due to which accuracy and time improved.
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I INTRODUCTION

data mining refers to using a variety of techniques it identify suggests of information or decision - making knowledge in the database and extracting these in such a way they can use different area such as decision support forecasting. The data is often voluminous. It is the hidden information in the data that is useful. Data mining depends on effective data collection and warehousing as well as computer processing. Data mining involves the use of sophisticated data analysis tools to discover previously unknown, valid pattern and relationship in large data set [1].

Clustering is one of the tasks of data mining. Clustering [2] is useful technique for the discovery of data distribution and patterns in the underlying data. The aim of clustering is to discover both dense and sparse regions in data set. The main two approaches to clustering - hierarchical clustering and partitioning clustering [3] K-mean algorithm is main categories of partitioning algorithm. The main difference between partitioned and hierarchical clustering is that, in partitioned clustering algorithm data is partitioned into more than two subgroups in hierarchical clustering algorithm data is divided into two subgroups in each step. K-mean clustering is a partitioning clustering technique in which clusters are formed with the help of centroids. On the basis of these centroids, clusters can vary from one another in different iterations. Moreover, data elements can vary from one cluster to another, as clusters are based on the random numbers known as initial centroids.

A new algorithm is introduced and implemented in research. The whole paper is organized in this way. First the basic K-mean clustering algorithm is discussed and then proposed K-mean...
clustering algorithm is explored. The implementation work and the results of experiments are followed by the comparison of both algorithms.

II RELATED WORK

In [4] the research of k-Means clustering algorithm is one of the clustering algorithms which have lot of used in applications because of its simplicity and implementation. K-Means algorithm’s is less accuracy because of selection of k initial centers is randomly. Therefore, in this paper surveyed different approaches for initial centers selection for k-Means algorithm. Comparative analysis of Original K-Means and improved k-Means Algorithm.

In [5] this paper study of different approaches to k-Means clustering, and analysis of different datasets using Original k-Means and other modified algorithms.

In [6] this paper main aim to reduce the initial centroid for k mean algorithm. This paper proposed Hierarchical K-means algorithm. It uses all the clustering algorithm results of K-means and reaches its local optimal. This algorithm is used for the complex clustering cases with large numbers of data set and many dimensional attributes because Hierarchical algorithm in order to determine the initial centroids for K-means.

In [7] researchers introduced K mean clustering algorithm.
This paper proposes method for the making K-means clustering algorithm more efficient and effective. In this paper time complexity improve using the unique data set.

III BASIC K-MEAN CLUSTERING ALGORITHM

K means clustering [8] is a partition-based cluster analysis method. According to this algorithm we firstly select k data value as initial cluster centers, then calculate the distance between each data value and each cluster center and assign it to the closest cluster, update the averages of all clusters, repeat this process until the criterion is not match.

K means clustering aims to partition data into k clusters in which each data value belongs to the cluster with the nearest mean. Figure 1 shows how to process of the basic K mean clustering algorithm [9] in steps.

Basic K-mean algorithm:

Initially, we are chose K number of clusters in algorithm.

The first step is to choose a set of K objects as centres of the clusters. Often chosen such that the objects are in distance basis how to one or more further away.

In the next step of the algorithm considers each object and assigns it to the cluster which is closest.

After that the cluster centroids are recalculated after each Object assignment, or after the whole cycle are completed.
This process is repeat until the all object are assign to its clusters.

**IV PROPOSED ALGORITHM**

In the proposed clustering method discussed in this paper, for the original k-means algorithm is modified to improve the time and accuracy.

*Input:*

- \( D \) is the set of all the data items
- \( k \) is number of clusters

*Output:*

- A set of \( k \) clusters.

*Steps:*

**Phase 1: For the initial centroids**

*Input:*

- \( D \) // set of \( n \) data
- \( k \) // Number of clusters

*Output: A set of \( k \) initial centroids.*
Steps:
1. Set \( p = 1 \);
2. Measure the distance between each data and all other data in the set \( D \);
3. Find the closest pair of data from the set \( D \) and form a data set \( A_p \) (\( 1 \leq p \leq k \)) which contains these two data, Delete these two data from the set \( D \);
4. Find the data in \( D \) that is closest to the data set \( A_p \), Add it to \( A_p \) and delete it from \( D \);
5. Repeat step 4 until the number of data in \( A_p \) reaches all data in \( D \);
6. If \( p < k \), then \( p = p + 1 \), find another pair of data from \( D \) between which the distance is the small form another data set \( A_p \) and delete them from \( D \), Go to step 4;
7. for each data-point set \( A_p \) (\( 1 \leq p \leq k \)) find the mean of data in \( A_p \). These means will be the initial centroids.

Phase 2: Data to the clusters

**Input:**

\( D \) // set of \( n \) data.
\( C \) // set of \( k \) centroids

**Output:**

A set of \( k \) clusters

**Steps:**
1. Compute distance between each data to all the centroids
2. for each data \( d_i \) find the closest centroid \( c_j \) and assign to cluster \( j \).
3. Set ClusterCL[\( i \)] = \( j \); // \( j \):CL of the closest cluster
4. Set Shorter_Dist[\( i \)] = \( d (d_i, c_j) \);
5. For each cluster \( j \) (\( 1 \leq j \leq k \)), recalculate the centroids;
6. Repeat
7. for each data \( d_i \),
   7.1 Compute the distance from the centroids of the closest cluster;
   7.2 If distance is less than or equal to the present closest distance, the data-point stays in cluster;
   Else
      7.2.1 For every centroids compute the distance.
   End for;
7.2.2 Data \( d_i \) assign to the cluster with the closest centroid \( c_j \)
7.2.3 Set ClusterCL[\( i \)] = \( j \);
7.2.4 Set Shorter_Dist[\( i \)] = \( d (d_i, c_j) \);
End for;
8. For each cluster \( j \) (\( 1 \leq j \leq k \)), recalculate the centroids; until the criteria is met.

In the first phase, we determine initial centroids systematically. The second phase use of functions of the clustering method. It starts by the initial clusters based on the distance of each data from the initial centroids. These clusters are finding by using a heuristic approach, thereby improving the accuracy. In this phase compute the distance between the data and all other data from the data set. Then find out the closest pair of data and form a set \( A_1 \) consisting of these two data, and delete them from the data set \( D \). After that evaluate the data which is closest to the set \( A_1 \), add it to \( A_1 \) and delete it from \( D \). Repeat this process until the all the element in the set \( A_1 \) completed. Then go back to the second step and form another data set \( A_2 \). Repeat this till 'k' such
sets of data are obtained. Finally the initial centroids are obtained by averaging all the data in each data set. The Euclidean distance is used for determining the close of each data to the cluster centroids. The initial centroids of the clusters are used as input for the second phase, and assigning data to appropriate clusters.

The first step in the second phase is to determine the distance between each data and the initial centroids of all the clusters. After that the data are assigned to the clusters having the closest centroids. This gives the results as initial grouping of the data. For each data the cluster to which it is assigned (ClusterCL) and its distance from the centroid of the nearest cluster (Shorter_Dist) are noted. For each cluster calculated the mean of the data values for the centroids. Until this step, the process is similar as original k-means algorithm except that the initial centroids are computed systematically.

At time of iteration, the data may get redistributed to different clusters. The method involves distance between each data and the centroid of its present nearest cluster. At the time of starting the iteration, the distance of each data from the new centroid of its present nearest cluster is determined. If present distance is less than or equal to the previous nearest distance, that is an indication that the data point stays in that cluster itself and there is no need to computation of distance. This result save our time for required computing the distances to k-1 clusters centroids. On the other hand, if the new centroid of the present closest cluster is more distance from the its previous centroid, there is a chance for the data getting included in another nearer cluster. In that case, it is required to computation of distance from the centroids. New nearest cluster and record are identify for the new value of the nearest distance. The loop is repeated until no more data cross cluster boundaries.

**V EXPERIMENTAL RESULTS**

We apply both the algorithms original and proposed for the different number of records. Both the algorithms original and proposed need number of clusters as an input. In the basic K-means clustering algorithm set of initial centroids are required. The proposed method finds initial centroids systematically. The proposed method requires only the data and number of clusters as inputs.

The basic K-means clustering algorithm is executed seven times for the different data values of initial centroids. In each experiment the time was computed and taken the average time of all experiments. Table 1 shows the performance comparison of the Basic and proposed k-mean clustering algorithms. The experiments results show that the proposed algorithm is producing better results in less amounts of computational time and accuracy compared to the basic k-means algorithm.

<table>
<thead>
<tr>
<th>No. of Records</th>
<th>No. Of Cluster</th>
<th>Algorithm</th>
<th>Run</th>
<th>Accuracy</th>
<th>Execution time in sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>K=3</td>
<td>Basic k-mean</td>
<td>7</td>
<td>70.14</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed k-mean</td>
<td>1</td>
<td>82.66</td>
<td>0.083</td>
</tr>
<tr>
<td>200</td>
<td>K=3</td>
<td>Basic k-mean</td>
<td>7</td>
<td>70.10</td>
<td>0.128</td>
</tr>
</tbody>
</table>

Table 1. Performance Comparison
Figure 2 depicts the performances of the original k-means algorithm and the proposed algorithm in terms of the accuracy and time.

![Graph](image.png)

**Fig. 2** Time and Accuracy of the algorithms

### VI TECHNOLOGY USED

For the experiment of proposed K-mean clustering algorithm we are used the NetbeansIDE6.7 and the output of the results show with the help of text area present in the window developed for the experiment. All the experiments held in tools will be performed on a 2.40GHz Intel(R) Core (TM) i5-2430 MB memory, 2 GB RAM running on the windows XP Professional OS. Programs will be coded in the java programming language.

### VII CONCLUSION

In this paper, the improved algorithm of K-means clustering algorithm is proposed to overcome the deficiency of the classical K-means clustering algorithm. The classical K-means algorithm use the selecting the initial centroids approach. This algorithm performs well only when the data sets are shorts and it suffers from increased number of data are more initial centroid problem. The new proposed method use the systemically finds initial cenroid which reduces the number of data base scans and it is useful for large amount of data base scan. This method ensures the entire process of clustering time will be reduced in execution process.
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