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ABSTRACT

The objective of this research is to find the best conventional high order fuzzy time series model for annual precipitation series in southern Madagascar. This work consists on finding the hyper parameters (number of partition of the universe of discourse and model order) to obtain the best conventional high order fuzzy time series model for our experimental data. In previous works, entitled spatial and temporal variability of precipitation in southern Madagascar, we subdivided the study area between 22 ° S to 30 ° S latitude and 43 ° E to 48 ° E longitude into four zones of homogeneous precipitation. In this article, we seek to model annual precipitation data representative of one of these four areas. These data were taken between 1979 and 2017. Our approach consists on subdividing the data: data obtained from 1979 to 2001 (60%) for the training and data from 2002 to 2017 (40%) to test the model. To determine the number of partitions and model order, we fix first the number of partitions to 10 and then to 15, 20, 25, 30, 35, 40, 45 and 50. For each of these values, we vary the model order from 1 to 10. Then we locate the model order which corresponds to the minimum of the average curve between the Mean Absolute Errors (MAE) between the training and the test data. Thus, the orders of the candidate model are 2, 3, 5, and 6. The next step is to fix the model order with the previous values and vary the number of partitions from 3 to 50. For each couple of hyper parameter of the model (number of partitions, model order), we locate the value of number of partitions corresponding to the minimum of the average curve between the absolute mean of the errors or MAE (Mean Absolute Error) between the train and test data. We obtain the hyper-parameter pairs (37, 2), (20, 3), (35, 5) and (35, 6). The first pair gives the lowest Mean Absolute Error. As a final result, we obtain the best high order fuzzy time series model with hyper-parameters number of partition equals thirty seven and of order equals two for annual precipitation in Southern of Madagascar
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1. INTRODUCTION

Climate change affects human activities around the world. According to the report of the Intergovernmental Panel on Climate Change (IPCC) of October 08, 2018, a warming of + 1.5 ° C or + 2 ° C will change the world. If the warming continues its current rate, it will reach + .1.5 ° C between 2030 and 2052 [1]. This will have significant consequences on life and economy. Obviously, global warming makes droughts worse. A meteorological type drought, according to the World Meteorological Organization, is defined by a threshold corresponding to a certain
deficit of precipitation over a determined period of time. The chosen threshold (for example 75% of normal) and the duration of the period (for example 6 months) vary from one place to another depending on the needs of the user or the applications concerned [2]. Madagascar, like all other countries, is also victim of climate change. In particular, southern Madagascar is prone to the problem of increasing frequency / intensity of drought and chronic water scarcity. This situation leads to serious crises of food insecurity and malnutrition which mainly affect children. According to the UNICEF, drought in the southern part of Madagascar is alarming [3]. The rainfall situation in the Southern region of Madagascar during February 2020 still shows a deficit compared to the normal for that month. The water levels vary from 9.769 mm to 80.283 mm with a monthly average of 43.305 mm; the rains remain insufficient compared to the February normal rate [3].

To know how the precipitation evolves in the South of Madagascar is an issue.

Many researchers ([4], [5]) use mathematical theories to predict annual precipitation. They use econometric models such as ARIMA formulated by Box and Jenkins to model the time series of precipitation [6]. In 1993, Song and Chissom invented the theories of fuzzy time series to predict enrollment at the University of Alabama [7], [8], [9]. Fuzzy time series is an assembly of fuzzy logic theory invented by Zadeh Lotfi in 1973 and time series [10], [11], [12]. Several variants of the theory of fuzzy time series have been carried out, namely Chen's method for first order fuzzy time series [13]. Afterwards, the evolution of fuzzy time series comes to the point where the model order can be greater than 1. The theory on fuzzy time series that we are going to exploit in this paper in the one used by Severiano et al. in 2017, which is a high order fuzzy time series [14].

The aim of this research is to use the conventional high order fuzzy time series model to model annual precipitation in Southern of Madagascar. More precisely, it is a question of determining the hyper parameters number of partition and model order with which we obtain the best modeling.

2. METHODS

2.1. Experimental Data

We use daily precipitation data, in grid point from January 1, 1979 to December 31, 2017 [15]. In [16], we have regionalized the south of Madagascar (between latitude 22°S and 30°S and longitude 43° E and 48°E with a resolution of 1°x1°) into four homogeneous precipitation zones. The reason for this regionalization is to classify each zone according to their characters of precipitation for each season. Then we call these zones zone 1, zone 2, zone 3 and zone 4. Zone 1 is a zone of weak precipitation in Southern winter. Zone 2 is a zone of weak precipitation in Southern summer. Zone 3 is a zone of heavy precipitation in Southern winter and zone 4 is a zone of heavy precipitation in Southern summer.

The relation between [16] and this paper is that experimental data used in this present work is the annual precipitation data of zone 2 in [16], which is an area in extreme Southwest of Madagascar.

Let us recall the regionalization procedure that we have presented in [16]. We start from daily precipitation data taken in grid points. For each point, we calculate the average of the monthly precipitation accumulation during thirty seven years. The starting array is a 12-dimensional array. The process established for regionalization has four steps:
Step 1: Reducing the dimension of the data into two dimensions,
Step 2: Visualizing of the individuals in the plan,
Step 3: Grouping of individuals using a clustering method,
Step 4: Evaluation of the classification.

Principal Component Analysis (see [17], [18], [19], [20], [21], [22]) and the t-sne algorithm, that is, a nonlinear algorithm for data size reduction (see [23], [24], [25], [26]) are used for data size reduction. Associated clustering methods are k-Means [27], [28] and Fuzzy C-Means [29], [30], [31], [32], [33], [34], [35]. The Dunn index evaluates each classification obtained [36], [37], [38], [39], [40], [41]. The best regionalization is obtained by using t-sne algorithm (with perplexity parameter 5) followed by Fuzzy C-Means clustering (with parameter m = 1.1). Figure 1 below shows the grid points and the result of regionalization in [16].

![Spatial and temporal variability of precipitation in Southern of Madagascar](image)

Figure 1. Spatial and temporal variability of precipitation in Southern of Madagascar

Table 1 shows annual precipitation data representative for the “zone2” in Figure 1. We use datasets in Table 1 to experiment the new methods that we are going to present in this paper.

<table>
<thead>
<tr>
<th>Year</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1979</td>
<td>825.3</td>
</tr>
<tr>
<td>1980</td>
<td>740.2</td>
</tr>
<tr>
<td>1981</td>
<td>1101.7</td>
</tr>
<tr>
<td>1982</td>
<td>1048.7</td>
</tr>
<tr>
<td>1983</td>
<td>729.7</td>
</tr>
<tr>
<td>1984</td>
<td>1087.0</td>
</tr>
<tr>
<td>1985</td>
<td>754.1</td>
</tr>
<tr>
<td>1986</td>
<td>947.9</td>
</tr>
<tr>
<td>1987</td>
<td>814.1</td>
</tr>
<tr>
<td>1988</td>
<td>654.1</td>
</tr>
<tr>
<td>1989</td>
<td>1106.4</td>
</tr>
<tr>
<td>1990</td>
<td>726.2</td>
</tr>
<tr>
<td>1991</td>
<td>655.9</td>
</tr>
<tr>
<td>1992</td>
<td>616.9</td>
</tr>
</tbody>
</table>
2.2. Modelling Approach

We use the conventional high order fuzzy time series to do the modelling. Time series are composed by series of observations represented by real numbers but fuzzy time series are composed by series of fuzzy sets $F(t)$. The methodology adopted is divided into five parts:

- **Part 1:** Subdivision of experimental data into training data and test data,
- **Part 2:** Training process,
- **Part 3:** Forecast process,
- **Part 4:** Selection of the hyper parameters of the best model.

- **Part 1: Subdivision of experimental data**

The experimental data are subdivided into two groups: training data (60% are from 1979 to 2001) and test data (40% are from 2002 to 2017). This subdivision is the best because it allows to test the model with data not yet used during the training. Then, it is straightforward to make an excellent forecast for the model with data already employed during the training. We test the performance of the model with data not yet used during the training process to make the test model more objective.

- **Part 2: Training process**

The training process is subdivided into three stages. We initialize the hyper parameters of the model to 3 for the number of partitions ($k = 3$) and to 1 for the model order ($\Omega = 1$). This training process that we are going to present in this section can be found in [42].
Step 1: Partitioning of the discourse universe,
Step 2: Fuzzification,
Step 3: Rules induction.

a) Step 1: Partitioning of the discourse’s universe

- **Definition of the discourse’s universe**
  
The discourse’s universe \( U \) is defined as follows:
  \[
  U = [\min(Y) - D_1, \max(Y) + D_2],
  \]
  (1)
  where \( Y \) is the time series, that is the annual precipitation series,
  \( D_1 = \min(Y) \times 0.2 \),
  \( D_2 = \max(Y) \times 0.2 \).

\( D_1 \) and \( D_2 \) are used to extrapolate the bounds of the extent of the statistical series. They serve as a safety margin.

- **Partitioning of the universe of discourse**
  
  Subdivide \( U \) into \( k \) intervals \( U_i (i = 1, 2, \ldots, k) \) with midpoints \( c_i \).
  To determine the length of each interval \( U_i \), we use the partition \( \pi \) method. The \( \pi \) partition method allows us to divide the discourse’s universe \( U \) into \( k \) intervals of the same length. This method is also called Grid Partitionning.

- **Create the linguistic variable \( \tilde{A} \)**

  Linguistic variable \( \tilde{A} \) is composed by fuzzy sets \( A_i \), of support \( U_i \), \( \mu_{A_i} \) is the membership function of the fuzzy sets \( A_i \).
  We use isosceles triangle functions for membership function. The midpoint of the support of the fuzzy set \( A_i \) is \( c_i \).
  The lower bound is \( l_i = c_{i-1} \) and the upper bound is \( c_{i+1} \), \( \forall i > 0 \) et \( i < k \), and \( l_0 = \min U \), \( l_k = \max U \).
  Each fuzzy set \( A_i \in \tilde{A} \) is a linguistic term of the linguistic variable \( \tilde{A} \).

b) Step 2: Fuzzification process

Fuzzification process is a transformation of the time series \( Y \) into a fuzzy time series \( F \) such that each data point \( f(t) \in F \) is a rectangular matrix, with 1 row and \( k \) columns, composed by the fuzzy set corresponding to \( y(t) \in Y \).
Fuzzy values or fuzzy set corresponding to \( y(t) \) are linguistic terms \( A_i \in \tilde{A} \) such that fuzzy membership is defined by:
  \[
  f(t) = \{A_i | \mu_{A_i}(y(t)) > \alpha, \forall A_i \in \tilde{A}\}
  \]
  (2)
  In our case, \( \alpha = 0 \).

c) Step 3: Induction rules

- **Generating the temporal patterns**

  The fuzzy temporal patterns have the following form:
Precedent and consequent are also called respectively Left Hand Side (LHS) and Right Hand Side (RHS).

More precisely, for a Ω-order model, the fuzzy temporal models are of the form:

\[ A_{i_1}, \ldots, A_{i_\Omega} \rightarrow A_j, \]  

where precedents or Left Hand Side (LHS) are

\[ f(t - L(\Omega - 1)) = A_{i_1}, \ldots, f(t - L(0)) = A_{i_\Omega}, \]

with \( L \) is the lag operator.

The consequent (Right Hand Side) is defined by:

\[ f(t + 1) = A_j \]

**Generate the rule base **

Select all temporal patterns having the same precedent and group its consequent. For a Ω-order model, the rules thus obtained are of the form:

\[ A_{i_1}, A_{i_2}, \ldots, A_{i_\Omega} \rightarrow \omega_{j_1} A_{j_1}, \omega_{j_2} A_{j_2}, \ldots \ (\omega_i = 0 \text{ or } 1 \text{ according to the case}), \]

where precedents or Left Hand Sides (LHS) are

\[ f(t - L(\Omega - 1)) = A_{i_1}, f(t - L(\Omega - 2)) = A_{i_2}, \ldots, f(t - L(0)) = A_{i_\Omega}, \]

and the consequences or Right Hand Side (RHS) is

\[ f(t + 1) \in \{ A_{j_1}, A_{j_2}, \ldots \}. \]

**Part 3: Forecast process**

In this present section, we combine two methods which are fuzzification and defuzzification that can be found in [42] and [43] respectively.

The forecasting phase is subdivided into three stages:

- **Step 1**: Fuzzification,
- **Step 2**: Rule matching,
- **Step 3**: Defuzzification.

a) **Step 1: Fuzzification** [42]

The fuzzification consists to compute, for each \( y(t) \in Y \), the membership grade \( \mu_{t_i} \) for each fuzzy set \( A_i \in \tilde{A} \), such that:

\[ \mu_{t_i} = \mu_{A_i}(y(t)). \]
b) **Step 2: Rule matching [42]**

Select the rules where all fuzzy sets $A_i$ on the LHS have $\mu_{A_i} > 0$.

c) **Step 3: defuzzification [43]**

Defuzzification is the reverse of fuzzification. That means converting $f(t+1)$ into a real number that corresponds to the forecast value at horizon $h = 1$. If the rule in question is of the form:

$$A_{i_1}, \ldots, A_{i_\Omega} \rightarrow A_{j_0}, A_{j_2}, \ldots A_{j_m}. \tag{11}$$

Then the predicted value at time $t + 1$ is

$$\text{Forecast} (t+1) = RV(t) + FV_{ar}, \tag{12}$$

where $RV(t)$ is the real value of precipitation at time $t$,

$$FV_{ar} = \frac{\sum_{i=0}^{m} m_{j_i}}{m} - m_{i_\Omega}. \tag{13}$$

where $m_{j_i}$ denotes the midpoint of the interval called the support of the fuzzy set $A_{j_i}$ noted $\text{supp}(A_{j_i})$.

Note that

$$\text{Supp}(A_{j_i}) = \left\{ u \in U, \mu_{A_{j_i}}(u) > 0 \right\}. \tag{14}$$

**Part 4: Selection of the hyper parameters of the best model**

The hyper parameters of the model to be determined are the number of partitions $k$ and the order of the model $\Omega$ with which we obtain the best model. The approach we adopted to find these hyper parameters takes place in three stages:

**Step 1**: Fix the number of partitions to 10, 15, 20, 25, 30, 35, 40, 45, 50 and vary the order of the pattern from 1 to 10.

**Step 2**: For each pair of hyper parameter number of partition and order from step 1, calculate the predictions for the train data and test the model with the test data. Then compute the Mean Absolute Error (MAE) between forecast and observation for the train data and the test data. Then take the average between the training MAE and the test MAE.

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \bar{Y}_i|, \tag{15}$$

where

- $Y_i$ is the observation,
- $\bar{Y}_i$ is the forecast,
- $n$ is the number of observations.

**Step 3**: For each pair of hyper-parameter from step 1, determine the order of the model corresponding to the minimum average MAE between training and test.

**Step 4**: With the values of the order of the model obtained in step 3, vary the number of partitions from 3 to 50. Then repeat the analogous process of step 2.
**Step 5:** For each pair of hyper-parameter from step 4, determine the number of partitions that correspond to the minimum average MAE between training and test.

**Step 6:** Among the hyper-parameter couples from step 5, take as the partition number and order of the optimal model the couple that corresponds to the minimum average MAE between training and test.

3. **Results and Interpretations**

Table 2 below summarizes the results of the step 2 that we have mentioned before in the part 4. The operation consists of successively setting the number of partitions from 10 to 50 in steps of 5 and varying the order of the model from 1 to 10. For the rest, the values of the order of the model taken into consideration are 2, 3, 5, 6. We note that as the order of the model increases, the MAE decreases for the training data only.

<table>
<thead>
<tr>
<th>Number of partitions</th>
<th>Figure containing validation curve of the model</th>
<th>Order of the model corresponding to the minimum of Average MAE between train and test</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td><img src="image" alt="Figure 2. Validation curve for number of partition = 10" /></td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td><img src="image" alt="Figure 3. Validation curve for number of partition = 15" /></td>
<td>6</td>
</tr>
</tbody>
</table>
Figure 4. Validation curve for number of partition = 20

Figure 5. Validation curve for number of partition = 25

Figure 6. Validation curve for number of partition = 30
<table>
<thead>
<tr>
<th>Number of Partition</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>7</td>
</tr>
<tr>
<td>40</td>
<td>8</td>
</tr>
<tr>
<td>45</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 7. Validation curve for number of partition = 35

Figure 8. Validation curve for number of partition = 40

Figure 9. Validation curve for number of partition = 45
Table 3 below summarizes the results of step 5 of part 4. This is to fix the order of the model and vary the number of partitions from 3 to 50. The more the number of partitions increases, the more the MAE decreases for the training data. Whether for the training data or for the test data, the trend of the MAE is asymptotically horizontal.

Table 3: Summary of the results of step 5 of part 4

<table>
<thead>
<tr>
<th>Model order</th>
<th>Validation curve of the model</th>
<th>Number of Partitions corresponding to minimum MAE</th>
<th>Minimum of the average MAE between training and test</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>![](Validation curve with model order = 2.png)</td>
<td>37</td>
<td>69.31</td>
</tr>
<tr>
<td>3</td>
<td>![](Validation curve with number of partition = 50.png)</td>
<td>20</td>
<td>69.54</td>
</tr>
</tbody>
</table>
Step 6 of part 4 consists in selecting the hyper parameter pair that corresponds to the minimum average MAE between learning and the test in the table below. We retain the 2-order model with 37 partitions.

Figure 15 below shows the result of the precipitation modeling in southern Madagascar with the fuzzy time series model with hyper parameters number of partition equals 37 and order equals 2. In green, we have the annual precipitation data observed between 1979 and 2017. In blue we have the modeling of the training data and in yellow the modeling of the test data. Visually, the curves are almost identical.
4. DISCUSSIONS

We use the high order fuzzy time series to model the annual precipitation in southern Madagascar. We subdivided the observational data into training data (60%) and test data (40%). The number of partitions and the model order are the two hyper parameters of the model to be determined. To each pair of partition number and order corresponds a forecast model. First, we successively fix the number of partitions from 10 to 50 in steps of 5 and vary the order of the model from 1 to 10 for the training data and the test data. The values of the model order (2, 3, 5, 6) corresponding to the minimum of average MAE between training and testing are selected. Secondly, we fixed the model order with the values found previously and vary the number of partitions from 3 to 50. The partition number values (20, 35, 37) corresponding to the minimum average MAE between training and testing are selected. Thus, among the hyper parameter couples considered, the 2-order model with 37 partitions gives the lowest value of MAE. We therefore assume that we have the best modeling of the annual precipitation series in southern Madagascar with the high order fuzzy time series with hyper parameters number of partitions equals 37 and model order equals 2. Compared with the observation data, the forecast from this model is excellent because visually, the two curves are almost confused with both the training data and the test data.

In the framework of our study, we only used the "grid partitioning" method to subdivide the universe of speech U and create the fuzzy sets [44]. Other researchers in the field use other partitioning methods namely "Entropy partitioner", "FCM partitioner" [45], [46]. The fuzzy sets we have created have triangle membership functions. But there are also researchers who use trapezoidal or Gaussian functions [45].

We used the holistic method for the fuzzification. We consider all the possible linguistic variables with a real variable. On the other hand, in other versions of fuzzy time series as the work of Chen in 1996, during fuzzification, only the linguistic variable with the highest degree of belonging is considered [13]. With this last method of fuzzification, the number of fuzzy rules obtained after the training phase decreases. This gives much more chance of occurrence of cases where the fuzzification of the input data of the model does not correspond to any fuzzy rule. So the holistic method that we used is more interesting.
There are also other defuzzification methods that researchers use in another version of fuzzy time series modeling (eg Hsuan-Shih Lee & Ming-Tao Chou [47]).

We use the MAE metric to assess the resulting model contingencies. Note that there are also other metrics to assess the gap between forecast and observation such as RMSE, MSE, MAPE, etc.

Moreover, the work of Petrônio has shown that among the hyper parameters of fuzzy time series models, the number of partition and model order represent 90% of the accuracy of the model [48].

The singularity of our work lies in the method of determining the hyper parameters partition number and model order: subdivision of the data into training data and test data and setting of a hyper parameter by varying the other and vice versa.

5. CONCLUSION

In this paper, we invent a new method for determining the hyper parameters partition number and model order of conventional high order fuzzy time series models. The method consists of subdividing the data into training data and test data. Fixing the first hyper parameter and varying the second and evaluating the models obtained then fixing the second hyper parameter and varying the first. The model with the lowest MAE value between training and testing is retained. Applied to annual precipitation data in the South of Madagascar, this new method gives the hyper parameters partition number 37 and order equals 2 for the best modeling. The graphical representations of the observed and predicted data with the best model show quasi-juxtaposition both for training and for testing the model.

REFERENCES


https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/


Aybüke Oztürk, Stéphane Lallich, Jérôme Darmont, (2018), “A visual quality index for fuzzy C-Means”,14th International Conference on Artificial Intelligent eApplications and Innovations,


